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If you ask the investigator how he or she can be sure that the numbers will eventually come right [...], your question will be rephrased and answered in the following terms: "I am ninety-five per cent sure," or "I am ninety-eight per cent sure." What does it mean to be ninety-five per cent sure? you may ask. "It means I will be right in at least nineteen cases out of twenty; or, if not in nineteen out of twenty, then in nineteen thousand out of twenty thousand," the investigator will reply. And which case is the present one, you may ask: the nineteenth or the twentieth, the nineteen-thousandth or the twenty-thousandth?

## Preface

As the chairman of my dissertation committee Roel Wieringa once mentioned in a Ph.D. student career seminar I attended, every Ph.D. has learned something about dealing with uncertainty. For me this is true on two levels, as it is also the topic of this thesis.

Of course, I didn't know that this would be the case when I started in the Databases group on the NWO project Context Aware Data Management for Ambient Intelligence. The citation at the start of this thesis represents the mindset I had about the subject: in short, a mucky business. Not for nothing, computer science has shielded itself from the uncertainties of the world by turning a 4.82256 V voltage into a rigorous logical true.

Four and a half years later, I am convinced that uncertainty and rigor do not preclude each other, and that indeed their combination can be very fruitful. Hopefully, my work can contribute a little bit in communicating this conviction to the data management community, for which the subject is reasonably unfamiliar.

When talking about the fruits of research, you sometimes stop and wonder who will be eating them. Although I never truly came into ethical problems, the localization setup in figure 1.1 did actually exist, and I had to put up signs with the slogan 'Bluetooth Brother is watching you' on our floor. In my defense, I can only say that sensor data research can better be performed in the public domain than in a commercial, military or governmental one.

To get back to Roel Wieringa's remark, 'doing' a Ph.D. not only produces tangible results such as the one you are holding in your hands, but also some intangible ones. About the most conspicuous of these, the status of doctor, my feelings have also changed somewhat during the course. Perhaps, it is no more an award for past achievements than a driver's license is a prize for being a great driver. . . and it rather means: go forth, and do research!
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## Chapter 1

## Introduction

The first decade of the new millennium has fostered a vision on information technology which has found its way into corporate, national and international research agendas by the name of ubiquitous computing[60], pervasive computing[52], and ambient intelligence[22]. In this vision, computing will be freed from the desktop and move into people's pockets, clothes, furniture and buildings. Moreover, the hassle of controlling attention-demanding devices will give way to a focus on the task at hand, supported by adaptive technology that defaults to appropriate behavior in each situation (context awareness).

This transition is motivated by the availability of enabling technologies like small batteries, flat displays, wireless communication infrastructure and cheap sensors. It cannot be denied that it is really taking place; one has only to call to mind the fast rise of car navigation systems, touch-pad PDAs, interactive whiteboards, wearable mp3 players and the Nintendo Wii (a game computer controlled by a motion sensing remote) in the last ten years.

However, the dream is far from realized. While the hardware is there, the software infrastructure is still largely missing. It is still the case that 'almost nothing talks to anything else, as evidenced by the number of devices in a typical house or office with differing opinions as to the time of day.'[29] If a shared clock already proves difficult, how could we ever assemble constellations of devices that share sensor information?

Historically, database management systems (DBMS) have come to play a key part in the cooperation among a heterogeneous collection of (corporate) applications. The DBMS functions as a stable hub, ensuring that all applications have the same consistent view of the world, both on model/schema level and on data level. To update or query this view, it provides a declarative language of basic operations, and takes the responsibility that these are carried out in an efficient, reliable and consistent way.

In a ubiquitous computing architecture, a similar role for data management can be imagined; however, the requirements are quite different from the traditional
office scenarios. This thesis focuses on one of the differences: the need to deal with uncertainty that arises naturally from all sensor data and the integration thereof. Although reasoning with uncertainty has proven very fruitful in the artificial intelligence and machine learning communities, it has not been very popular in the data management community because it tends to be at odds with scalability.

### 1.1 New requirements for data management

It is neither desirable nor possible to design a ubiquitous computing environment as a monolithic whole. Hence, there is a need for a certain infrastructure to connect the different parts to each other in a standardized way. Chen, Li and Kotz[14] express this as follows:

Given the overwhelming complexity of a heterogeneous and volatile ubicomp environment, it is not acceptable for individual applications to maintain connections to sensors and to process the raw data from scratch. On the other hand, it is not feasible to deploy a common context service that could meet every application's need either. Instead, we envision an infrastructure that allows applications to reuse the context-fusion services already deployed, and to inject additional aggregation functions for context customization and user personalization where necessary.

Data management will be a part of this infrastructure. To get a theoretical grip on the requirements for data management, we make the same division of processes into sensors (data suppliers) and applications (data consumers). These two sides have the following properties:

- Sensors may come and go: new sensors are installed, sensors permanently break down or become obsolete and are removed.
- On a smaller timescale, the flow of data from a sensor may come and go: batteries run out and are replaced, network connections are not always operational.
- Sensors are heterogeneous: even sensors that provide the same information use different data formats, data rates and accuracy specifications.
- Applications may come and go.
- The connectivity of an application may come and go; it may be turned off by a user, lose its network connection, or temporarily move out of the environment altogether.
- Applications have heterogeneous information needs: they can monitor something in the environment and receive continuous updates, they may define
certain events of interest and set a trigger on them, they may ask for a summary of what has happened during the time that they were disconnected.

Next, we can imagine a sensor data management system that mediates between the data supply and demand sides. This system would have the following high-level goals:

- Modularity/flexibility: to enforce a separation of concerns between sensors and applications, applications should not subscribe to specific sensor data but rather to variables in a more abstract model of the sensed world. Like in the quote above, the system should allow definition of new views that aggregate low-level into higher-level information.
- Efficiency/timeliness: due to the asymmetry between producers (low-level, high-volume data) and consumers (lower-rate, high-level), the data management system in a ubiquitous computing environment will do a lot of processing. In this respect, it resembles an OLAP (On-Line Analytic Processing) system[13] rather than an OLTP (On-Line Transaction Processing) system. It is the responsibility of the system to answer queries efficiently and on time; this calls for preprocessing and caching.
- Reliability: Failing sensors should not break the system by keeping processes waiting or not answering queries. Also, data overflow from the sensor side and query overflow from the application side should be handled gracefully.

We illustrate these requirements using a localization example that will function as a running example throughout the thesis. Figure 1.1 shows the (partial) floor plan of an office corridor, in which a group of Bluetooth transceivers ('scanners') is used for localization. At several fixed positions (in the offices), a scanner is installed which performs four scans per minute. Such a scan returns a list of mobile devices that have been discovered within the reach of the scanner during the scanning period (about 10 seconds).

For modularity reasons, applications should not be interested in these raw scan results; what matters to them is the location of a mobile device. This location is modeled here as a number that represents an office or part of the corridor. Assuming that mobile devices are linked to people, applications could pose such queries as:

- In which location is person P now?
- Has somebody been in locations $10-15$ within the last hour?
- Have person $P$ and person $Q$ met yesterday?

Hence, to satisfy the modularity requirement, the data management system could provide a view on the data with the schema (person,location,time); ideally, this view


Figure 1.1: Floor plan for the Bluetooth localization example. The numbered squares are the locations that applications are interested in. At five positions, a scanner is installed that can detect a mobile Bluetooth device in a limited number of locations, as is shown for scanners 2 and 3.
would obey rules like no person can be in two places at the same time (a consistency constraint) and at each time, each person is in some location (a completeness constraint; this may require the introduction of an extra location away for the area outside of all sensor reach). There are several factors that complicate the formulation of such a view in terms of the scan results:

- The range of a scanner does not coincide with a single location.
- A device is not always detected when it is in the range of a scanner.
- Scanners are not scanning all the time.

Given these problems, it is hard to imagine an SQL query that could build such a view from the raw data (although such approaches exist, e.g. [35]); a further complication is that this query would have to be adapted when the system detects that a scanner is not working, or when additional scanners are introduced to the system. Also, consider the case where cameras are added to the system for extra accuracy; the query would have to fuse the information from scanner 3 that detects person $P$ in the gray area, and from the camera that detects a person exactly in location 11, but cannot identify him or her as P .

In this thesis, we argue that data models should include uncertainty in order to define views like this; we give some supporting arguments in the next section. Above, we have highlighted the modularity requirement; as for the rest of the requirements, it is not to hard to imagine that:

- in order to process localization queries that span a considerable amount of time or space, the required data has to be summarized and indexed in some way, in order to satisfy the efficiency requirement.
- the system should behave reliably, and deal with an overload of queries in a graceful way (e.g. refuse queries, delay answers, or give answers with less accuracy).

The scope of this thesis does not further include the reliability requirement; the modularity and efficiency requirements can be found back in our research questions (section 1.3).

### 1.2 The case for probabilities

The vast majority of information systems only deals with certain data: to the system, a fact is either true or not. However, it can be argued that most human knowledge is uncertain. The Lowell database research self-assessment [1] acknowledges this:

> When one leaves business data processing, essentially all data is uncertain or imprecise. Scientific measurements have standard errors. Location data for moving objects involves uncertainty in current position. Sequence, image, and text similarity are approximate metrics. [...] Query processing must move from a deterministic model, where there is an exact answer for every query, to a stochastic one, where the query processor performs evidence accumulation to get a better answer to a query.

This raises the question how business systems have managed to escaped this uncertainty until now. Agre[3] provides an answer: 'The main tradition of computer system design, however, has a solution to this problem: restructure the activity itself in such a way that the computer can capture the relevant aspects of it.' For example, the activity of borrowing a book from a library is structured into a procedure where the borrower has to deal with a clerk who registers the transaction. Social practices, and even the architecture of a library with its check-out desk, are as much part of this structured activity as the information system.

As we have mentioned, ambient intelligence has the goal of minimizing such explicit interactions with the system. In the library system, the borrower should not even have to present his/her ID card and borrowed books to a scanner; the system should infer, for example using RFID tags, which action has taken place. In the words of Agre, the design choice is to 'reject the capture model, and instead register aspects of the environment that can serve as rough, heuristic (and therefore fallible) proxies for the institutional variables that are the real objects of interest.' Enter uncertainty.

Franklin[27] agrees that this is one of the 'challenges of ubiquitous data management':

Whether the system obtains its context information from sensors, user input, PIM (personal information management) applications, or some
combination of these, it must perform a good deal of processing over the data in order to be able to accurately assess the state of the environment and the intentions of the user. Thus, context-aware applications impose demanding requirements for inferencing and machine learning techniques. These processes will have to cope with incomplete and conflicting data, and will have to do so extremely efficiently in order to be able to interact with the user in a useful and unobtrusive manner.

This also makes clear why the uncertainty has to be dealt with within the data management system: the inference process has to take into account the input from multiple sources. As we stated in the previous section, it is the job of the data management system to maintain a separation of concerns between these sources.

We now focus on sensor data processing. Looking beyond the realm of traditional 'information systems', for example in the fields of artificial intelligence and scientific data processing, we see that the dominating method for dealing with the uncertainty in sensor data is probability theory, which provides a framework that is well-understood, theoretically sound and practically proven useful. ${ }^{1}$ For example, in probabilistic localization models, uncertainty from different sources can 'cancel out' against each other, providing more accurate results[33]. Balazinska et al.[8] predict that probabilistic techniques will spread out of these domains into that of data management:

Statistical analysis and modeling are perhaps the most ubiquitous processing tasks performed on sensor data. This has always been true of scientific data management, where sensor data collection usually aims to study, understand, and build models of real-world phenomena. Increasingly, however, the need to use statistical-modeling tools arises in nonscientific application domains as well. Many of the most common sensor-data processing tasks can be viewed as applications of statistical models. Examples include

- forming a stochastic description or representation of the data,
- identifying temporal or spatial trends and patterns in the data,
- online filtering and smoothing (for example, Kalman filters),
- predictive modeling and extrapolation,
- detecting failures and anomalies, and
- probabilistically modeling higher-level events from low-level sensor readings.

[^2]However, to make this transition, the mathematical techniques and programmatic tools would have to be 'targeted at the declarative management and processing of large-scale data sets', which is not yet the case[59]. It is here that we position the objective of our research.

### 1.3 Research questions

Broadly speaking, our research objective is to investigate the use of probabilistic models in a tentative sensor data management system as described above. Our first research question stems directly from the modularity goal (section 1.1) of such a system. Following well-known computer science principles, sensor data models should not be defined as monolithic wholes, but in a modular fashion: it should be possible to design, alter or remove the part of the model concerning one particular sensor with as little knowledge about (or impact on) the rest of the model as possible. This leads to the question:

Q1 How can probabilistic models be defined in a modular way?
We interpret this as an investigation into useful structures of a model in terms of probabilistic variables and relations between them. A similar question can be posed about the parameters within a probabilistic relation. In particular, we examine a transition model $\mathrm{P}\left(X_{t} \mid X_{t-1}\right)$. For a variable $X_{t}$ with a large and heterogeneous (discrete) state space, i.e. the set of values $\operatorname{dom}\left(X_{t}\right)$ that it can take, we are interested in composing the transition model out of small local transition models:

Q2 How can a transition model be constructed in a modular way?
The third question deals with probabilistic inference, i.e. the calculation of a probability distribution over a query variable, which makes up most of the work that a sensor data management system will perform. With standard approaches to inference, the processing time and space scale badly when the number of sensors in a model is increased; the same holds for when the discrete state space of a variable is enlarged. We ask ourselves:

Q3 How can probabilistic inference be performed efficiently in a situation where the number of sensors and the domains of variables are scaled up?

### 1.4 Research approach and thesis structure

We investigate the research questions using the localization example from section 1.1 as a test case; from this starting point, we try to generalize the results as much as possible. We strive for theoretical frameworks that support the construction and execution of probabilistic models for sensor data.

For the first research question, this means that we revisit the theory of (dynamic) Bayesian networks in the light of sensor data models and modularity. This is done in chapter 2 and 3. Technically, the models presented in these chapters are not very novel; the contributions of this thesis here mainly consist in summarizing relevant material, pointing out why it is relevant, and making it accessible to a scientific audience that has no background in probabilities.

The second question is answered in chapter 4 . This part of the research consists of rephrasing the question in a formal way, which turns out to take the form of a system of linear equations; next, we make use of the special structure of this system to obtain faster and more insightful solutions. For this solution method, we venture a little into matrix and graph theory. The formulation of the problem and its solution are novel to our knowledge.

The answers to the third research question are to be found in chapters 5 and 6, and make up the main theoretical and technical contributions of this thesis. To obtain optimizations of the inference in the localization example (chapter 6), we first introduce a relational algebra framework to reason about the optimization of inference queries in general (chapter 5).

### 1.5 Related work

The need to merge information from different sensors has arisen long before the ubiquitous computing hype, namely in the military domain, where it is known as data fusion[30]. A reason why this has not led to generic data management techniques could be that these military systems (for example, the array of radars and sonars on a battleship) have fairly static configurations. The sheer cost of these sensors could also have played a role; Hellerstein, Wong and Madden[32] analyze a similar question, namely why databases have not been used for satellite data, as follows:

The answer lies with the "market" for remote sensing. NASA is one of the only customers for remote sensing data management software. They best understand their own needs, and their software budgets are fairly large-software is cheaper than launching a set of satellites. Hence the traditional DBMS focus on general-purpose applicability and flexibility is not of primary importance to this community. Instead, they seem to prefer to write or contract out custom code.

Regarding uncertainty in databases, a community effort of the past decade centers around probabilistic databases[10, 5, 16], which mostly take the approach of modeling the existence of a tuple in a certain table as a stochastic variable, with independence assumptions among the tuples within a table as well as among tables. This approach is not applicable to sensor data, where these dependencies do exist[38]-moreover, they are exploited to improve accuracy.

Perhaps the work that comes closest to ours is that of Kanagal and Deshpande[38]; they offer a system in which a dynamic Bayesian network is used to provide a view that consists of probabilistic variables that are continuously updated by incoming sensor data. Where they have taken an experimental systems approach, we take a more theoretical one. Also very relevant are [59] and [53], which acknowledge the optimization opportunities for sensor data that stem from the repetition of conditional probability distributions throughout a probabilistic model or query.

## Chapter 2

## Modeling sensor data using a Bayesian Network

In sensor data, uncertainty arises due to many causes: measurement noise, missing data because of sensor or network failure, the inherent 'semantic gap' between the data that is measured and the information one is interested in, and the integration of data from different sensors. Probabilistic models deal with these uncertainties in the well-understood, comprehensive and modular framework of probability theory, and are therefore often used in processing sensor data.

Apart from externally imposed factors, uncertainty can also stem from the inability or unwillingness either to model all the world's intricacies or to reason with such a complicated model[51]. Choosing a simpler probabilistic model provides a way to trade off accuracy for reasoning power.

A probabilistic model defines a set of variables and the relation between them. This relation is probabilistic instead of deterministic: it does not answer the question what is the value of $C$, given that $A=a$ and $B=b$ ? but rather what is the probability distribution over $C$, given that $A=a$ and $B=b$ ? or what is the probability distribution over $C$, given certain probability distributions over $A$ and $B$ ?. In sensor data processing, the values $a$ and $b$ are readings provided by sensors, and $C$ is a property of the sensed phenomenon.

There exist a lot of probabilistic sensor models which are specialized for a certain task and sensor setup. These specialized models are accompanied by specialized inference algorithms which derive the probability distribution over a target variable given the observed sensor data. However, in the context of our data management requirements, we focus on the Bayesian network, a generic model in which probabilistic variables and their relations can be defined in a modular and intuitive way. Bayesian networks are the most popular member of a family called graphical models:

Graphical models are a marriage between probability theory and
graph theory. They provide a natural tool for dealing with two problems that occur throughout applied mathematics and engineeringuncertainty and complexity-and in particular they are playing an increasingly important role in the design and analysis of machine learning algorithms. Fundamental to the idea of a graphical model is the notion of modularity-a complex system is built by combining simpler parts. Probability theory provides the glue whereby the parts are combined, ensuring that the system as a whole is consistent, and providing ways to interface models to data. The graph theoretic side of graphical models provides both an intuitively appealing interface by which humans can model highly-interacting sets of variables as well as a data structure that lends itself naturally to the design of efficient general-purpose algorithms.

## Michael Jordan, Learning in graphical models [36]

It is perhaps more accurate to view graphical models not as a class of models themselves, but rather as meta-models: a Bayesian network is the language in which a probabilistic model can be defined. In this aspect, Bayesian networks play about the same role for probabilistic data modeling as entity-relationship diagrams do for relational data modeling.

The goal of this chapter is to provide a solid theoretical framework for the application of Bayesian networks in sensor data processing, which is needed for subsequent chapters. It assumes no knowledge of probabilistic modeling, and starts with a review of the relevant concepts from probability theory (section 2.1), followed by a review of the semantics of a Bayesian network (section 2.2). In section 2.3, we discuss the general use of Bayesian networks for sensor data in particular; in section 2.4, we present some concrete models. The chapter's focus is on modeling, but it concludes with a section on querying these models (2.5) and one on evaluating and learning them (2.6). Our approach to the theory is perhaps somewhat more formal than usual-we consider the ability to formally manipulate probabilistic models and queries as important for optimizing inference (see chapters 5 and 6).

### 2.1 Theoretical foundations of probability

Probability is conventionally defined either as a degree of belief in the occurrence of an event or as a long-run frequency of this occurrence. These interpretations have been subject to much academic debate. However, regardless of what semantics are given to the probabilities, a probabilistic model has a rigorous formal definition in terms of set theory, which we present here. In its most generic form, this definition is quite intricate, as it accommodates continuous variables and uncountable probability spaces. However, we restrict ourselves to discrete (even
finite) variables, and can use a simpler definition. A probabilistic model is defined in terms of a probability space and random variables.

### 2.1.1 Probability spaces and random variables

A probability space is a pair $(\mathrm{P}, \Omega)$ of a probability measure P and a sample space $\Omega$. This $\Omega$ is a countable set that represents the universe of discourse of our model. An event is a subset of $\Omega$, and a probability measure is a function from events to $\mathbb{R}_{0}^{1}$ (the real numbers between 0 and 1 , inclusive), satisfying the following criteria:

$$
\begin{aligned}
\mathrm{P}(\emptyset) & =0 \\
\mathrm{P}(\Omega) & =1 \\
\mathrm{P}(a \cup b) & =\mathrm{P}(a)+\mathrm{P}(b) \quad \text { for all disjoint } a, b \subseteq \Omega
\end{aligned}
$$

(Prob-Space)

An example probability space is $\Omega=\left\{\omega_{1}, \omega_{2}, \omega_{3}, \omega_{4}\right\}$, with $\mathrm{P}\left(\left\{\omega_{1}\right\}\right)=0.1, \mathrm{P}\left(\left\{\omega_{2}\right\}\right)=$ $0.2, \mathrm{P}\left(\left\{\omega_{3}\right\}\right)=0.3$ and $\mathrm{P}\left(\left\{\omega_{4}\right\}\right)=0.4$. The probabilities for all other subsets of $\Omega$ follow from (Ргов-Sрасе), e.g. $\mathrm{P}\left(\left\{\omega_{2}, \omega_{3}\right\}\right)=\mathrm{P}\left(\left\{\omega_{2}\right\}\right)+\mathrm{P}\left(\left\{\omega_{3}\right\}\right)=0.5$.

A random (or stochastic) variable is a function on the sample space. For example, we could define the variables $X$ and $Y$ on the above defined sample space:

$$
\begin{aligned}
& X\left(\omega_{i}\right)=i \\
& Y\left(\omega_{i}\right)=i \bmod 2
\end{aligned}
$$

These functions have range $\{1,2,3,4\}$ and $\{0,1\}$, respectively; however, we refer to this as the variable's domain, and write $\operatorname{dom}(Y)=\{0,1\}$. Random variables are used in predicates, for example $X>2$. This predicate is used as a shorthand for the event

$$
\left\{\omega_{i} \mid X\left(\omega_{i}\right)>2\right\}
$$

for example in $\mathrm{P}(X>2)=\mathrm{P}\left(\left\{\omega_{3}, \omega_{4}\right\}\right)=0.7$. Predicates can involve multiple random variables: $\mathrm{P}(X=Y)=\mathrm{P}\left(\left\{\omega_{1}\right\}\right)=0.1$. The product $X Y$ of variable $X$ and variable $Y$ is a variable whose values consist of tuples of $X$ and $Y$ values:

$$
X Y(\omega)=(X(\omega), Y(\omega))
$$

Note that, by this definition, the event $X Y=(x, y)$, i.e. $\{\omega \mid X Y(\omega)=(x, y)\}$, equals $\{\omega \mid X(\omega)=x \wedge Y(\omega)=y\}$ : the event $X=x \wedge Y=y$. In the remainder, we will abbreviate this conjunction to $X=x, Y=y$.

The probability distribution of a random variable $X$ is a function that maps each value $x$ in the variable's domain to the probability $\mathrm{P}(X=x)$. The probability distributions $f_{X}, f_{Y}$ and $f_{X Y}$ on the above defined variables are:

$$
\begin{array}{llll}
f_{X}(1)=0.1 & & f_{X Y}(1,0)=0 & f_{X Y}(1,1)=0.1 \\
f_{X}(2)=0.2 & f_{Y}(0)=0.6 & f_{X Y}(2,0)=0.2 & f_{X Y}(2,1)=0 \\
f_{X}(3)=0.3 & f_{Y}(1)=0.4 & f_{X Y}(3,0)=0 & f_{X Y}(3,1)=0.3 \\
f_{X}(4)=0.4 & & f_{X Y}(4,0)=0.4 & f_{X Y}(4,1)=0
\end{array}
$$

Note that some probabilities of $f_{X Y}$ are 0 because they correspond to empty events. For example, $\mathrm{P}(X Y=(1,0))=\mathrm{P}\left(\left\{\omega_{i} \mid X\left(\omega_{i}\right)=1, Y\left(\omega_{i}\right)=0\right\}\right)=\mathrm{P}(\emptyset)=0$. Also, note that the values of a probability distribution always add to 1 . This holds because a variable $X$ partitions the sample space into the events $X=1, X=2$, et cetera. Because of (Ргов-Space), the $P$ values on these events add up to one.

### 2.1.2 Implicit probability spaces

The above examples are given only to clarify the theory; in the practice of probabilistic modeling, the sample space is never explicitly defined. One starts by postulating some random variables and their domains; the sample space is then implicitly defined as all possible combinations of values for the variables. For example, let us model a world where a red and a blue die are thrown. We represent the number that comes up on the red die with the random variable $R$, and that on the blue die with $B ; \operatorname{dom}(R)=\operatorname{dom}(B)=\{1,2,3,4,5,6\}$. The implicitly defined sample space is then $\Omega=\operatorname{dom}(R) \times \operatorname{dom}(B)=\{(1,1),(1,2), \ldots,(6,6)\}$, and the random variables are the following functions on $\Omega$ :

$$
\begin{aligned}
& R(x, y)=x \\
& B(x, y)=y
\end{aligned}
$$

The predicate $R=2$ thus denotes the event

$$
\{(x, y) \mid R(x, y)=2\}=\{(2,1),(2,2),(2,3),(2,4),(2,5),(2,6)\}
$$

The probability measure is usually defined by means of a given joint probability distribution over all variables, in this case $f_{B R}$. We have intentionally reversed the order of $R$ and $B$ here to highlight the difference between the sample space and the domain of the joint probability distribution. There is also a correspondence: each event $B R=(b, r)$ is a distinct singleton set in $\Omega$, and vice versa. The given value $f_{B R}(b, r)$ tells us the value of P on this event; as we will show, this defines the $P$ function completely. For example, the event $B R=(3,2)$ is defined as

$$
\{\omega \mid B(\omega)=3, R(\omega)=2\}=\{(2,3)\}
$$

If $f_{B R}(3,2)=0.03$ is given, this tells us that $\mathrm{P}(B R=(3,2))=\mathrm{P}(\{(2,3)\})=0.03$. Thus, $P$ is defined on all singleton sets $\{\{\omega\} \mid \omega \in \Omega\}$, and the value of $P$ on other subsets can be derived using (Рrob-Space). The only criterion that the joint probability distribution has to satisfy, in order not to violate the second axiom, is that the individual probabilities add up to 1.

So, we have shown how an implicit probability space can be defined given a set of variables and a joint probability over them. The structure of this probability space is actually never needed in probability calculations. For example, the probability $\mathrm{P}(R=2)$ can be directly expressed in terms of the joint probability. This
is done by expressing the event $R=2$ in terms of the events of the form $B R=(b, 2)$ :

$$
\begin{aligned}
& \{\omega \mid R(\omega)=2\} \\
= & \{\omega \mid R(\omega)=2\} \cap \Omega \\
= & B=b \text { events partition } \Omega \\
& \{\omega \mid R(\omega)=2\} \cap \bigcup_{b \in \operatorname{dom}(B)}\{\omega \mid B(\omega)=b\} \\
= & \bigcup_{b \in \operatorname{dom}(B)}\{\omega \mid R(\omega)=2, B(\omega)=b\} \\
= & \bigcup_{b \in \operatorname{dom}(B)}\{\omega \mid B R(\omega)=(b, 2)\}
\end{aligned}
$$

The fact that the $B=b$ events partition $\Omega$ also causes the events $B R=(b, 2)$ to be disjoint, and therefore, using (Рвов-Space),

$$
\mathrm{P}(R=2)=\sum_{b \in \operatorname{dom}(B)} \mathrm{P}(B R=(b, 2))
$$

The same reasoning can be followed in an arbitrary probabilistic model, for any predicate $\theta$ and any variable $X$ :

$$
\begin{equation*}
\mathrm{P}(\theta)=\sum_{x \in \operatorname{dom}(X)} \mathrm{P}(\theta, X=x) \tag{Marginalize}
\end{equation*}
$$

Applying this rule repeatedly, the predicate on the rhs can be supplemented to include all the variables in the joint distribution; the expression then becomes a multi-dimensional summation over the variables that are not in $\theta$.

Bottom line: it is perfectly possible to define and use a probabilistic model without ever mentioning the probability space. One reason why we do mention it is that it provides a formal means of comparing two probabilistic models with each other. The two models implicitly define two probability spaces ( $P, \Omega$ ) and $\left(\mathrm{P}^{\prime}, \Omega^{\prime}\right)$; these models are said to be consistent with respect to a predicate $\theta$ if $P(\theta)=P^{\prime}(\theta)$.

### 2.1.3 Conditional probabilities

The conditional probability $\mathrm{P}(b \mid a)$ (where $a$ and $b$ are events) is defined as follows:

$$
\mathrm{P}(b \mid a)=\frac{\mathrm{P}(b \cap a)}{\mathrm{P}(a)} \quad \text { if } \mathrm{P}(a) \neq 0
$$

It is undefined if $\mathrm{P}(a)=0$. However, in Bayesian networks conditional probabilities are used the other way around; in the specification of the model, the probabilities $\mathrm{P}(X=x)$ and $\mathrm{P}(Y=y \mid X=x)$ are given for all $x$ and $y$, and together determine:

$$
\mathrm{P}(X Y=(x, y))=\mathrm{P}(X=x) \mathrm{P}(Y=y \mid X=x)
$$

Thus, one specifies a value $\mathrm{P}(Y=y \mid X=x)=v$, even if $\mathrm{P}(X=x)=0$. The value just does not matter, because $\mathrm{P}(X Y=(x, y))=0$ for any $v$.

Then, the reader may ask, why bother specifying this value at all? The answer is modularity: the probability $\mathrm{P}(Y=y \mid X=x)$ is specified without full knowledge of variable $X$. For example, let $X$ model the location of a transmitting device, and $Y$ the strength of its received signal at a certain fixed receiver. The conditional probability $\mathrm{P}(Y=y \mid X=x)$ models only the uncertainty in the sensing process, and can be very well defined without needing to know anything about the probability distribution over the location: if the transmitter would be 50 m up in the air $(X=x)$, it would generate signal strength $y$ with a probability $\mathrm{P}(Y=y \mid X=x)=v$. Afterward, this sensing model may be used in a situation where this location is impossible (i.e. $X$ is the location of a car), in which case $\mathrm{P}(X=x)=0$, and the value $v$ is irrelevant.

The conditional probability distribution (cpd) of $Y$ given $X$ is the function mapping any combination of values $y$ and $x$ (from $\operatorname{dom}(Y)$ and $\operatorname{dom}(X)$, respectively) to $\mathrm{P}(Y=y \mid X=x)$. For a cpd, it holds that $\sum_{y \in \operatorname{dom}(Y)} \mathrm{P}(Y=y \mid X=x)=1$ for every $x$; again, this follows from (Рrob-Space) ${ }^{\mathrm{p} .13}$, provided that $\mathrm{P}(X=x)>0$. For Bayesian networks, it is true by definition, also when $\mathrm{P}(X=x)=0$; see section 2.2.

### 2.1.4 Conditional independence

Two variables $A$ and $B$ in a probabilistic model are called independent iff

$$
\forall a, b . \mathrm{P}(A B=(a, b))=\mathrm{P}(A=a) \mathrm{P}(B=b)
$$

This implies that

$$
\begin{aligned}
& \forall a, b . \mathrm{P}(A=a \mid B=b)=\mathrm{P}(A=a) \\
& \forall a, b \cdot \mathrm{P}(B=b \mid A=a)=\mathrm{P}(B=b)
\end{aligned}
$$

or, in words, knowledge about one variable does not change the probability of the other. Actually, no probability ever really changes, of course-the probability measure P is as immutable as any other mathematical function. However, in colloquial speech, the notion of probabilities that change (or beliefs that are updated) when more evidence becomes available is often used.

Independence does not occur often in probabilistic models, because the very reason that one puts two variables in one model is that knowledge of one affects
knowledge of the other. A notion that is used much more often is conditional independence. The variables $A$ and $B$ are conditionally independent given $C$ iff

$$
\forall a, b, c . \mathrm{P}(A B=(a, b) \mid \mathrm{C}=c)=\mathrm{P}(A=a \mid \mathrm{C}=c) \mathrm{P}(B=b \mid C=c)
$$

Again, this implies that

$$
\begin{aligned}
& \forall a, b, c . \mathrm{P}(A=a \mid B=b, C=c)=\mathrm{P}(A=a, C=c) \\
& \forall a, b, c . \mathrm{P}(B=b \mid A=a, C=c)=\mathrm{P}(B=b, C=c)
\end{aligned}
$$

Here, a translation in natural language would be: given that $C=c$, knowledge of $B$ is irrelevant for the probabilities over $A$, and vice versa. Asserting these kind of independencies is an important part of probabilistic modeling; it makes models easier to specify or learn (because it reduces the number of parameters), and it makes reasoning more efficient. In section 2.2.2, we discuss how the graphical structure of a Bayesian network corresponds to assertions of conditional independence.

### 2.1.5 Notational shorthands

We introduce some notational shorthands, most of which are commonly used in probabilistic modeling:

- We write $\mathrm{P}(x)$ instead of $\mathrm{P}(X=x)$; the implicit variable $X$ is syntactically derived from the abstract value $x$.
- If we have defined the random variables $V_{1}$ through $V_{n}$, then $\mathrm{P}\left(v_{1 . . n}\right)$ means $\mathrm{P}\left(V_{1} V_{2} \cdots V_{n}=\left(v_{1}, v_{2}, \ldots, v_{n}\right)\right)$.
- If we have not defined an order on the set of variables $\bar{V}$, we write $\mathrm{P}(\bar{v})$; in that case, any order can be taken (but the order in the product of variables should be the same as the order in the tuple of values).
- Sometimes we index a variable by a set instead of by numbers. For example, we define the variables $X_{A}, X_{B}, X_{C}$, and $\bar{S}=\{A, B, C\}$; then $\mathrm{P}\left(x_{\bar{S}}\right)$ means $\mathrm{P}\left(X_{A} X_{B} X_{C}=\left(x_{A}, x_{B}, x_{C}\right)\right)$ (again, any order on $\bar{S}$ can be taken).
- Note: the above expansion of $x_{\bar{S}}$ is syntactic: the symbolic values $x_{A}, x_{B}$ and $x_{C}$ can be captured. For example, $\sum_{x_{A}} \mathrm{P}\left(x_{\bar{S}}\right)=\mathrm{P}\left(x_{B}, x_{C}\right)$.
- In summations, we implicitly sum over the whole domain of a variable: $\sum_{x} \mathrm{P}(\ldots)$ means $\sum_{x \in \operatorname{dom}(X)} \mathrm{P}(\ldots)$. Again, the variable over which to sum ( $X$ ) is syntactically derived from the abstract value $(x)$.

There is also a common notational shorthand that we explicitly do not use: $P(X)$ for the probability distribution over $X$. In our notation, probabilities $P(\ldots)$ are always real numbers between 0 and 1, and never distributions (functions/arrays). Part of
the reason for this is that we introduce a notation $p[X]$ to represent a distribution in chapter 5, and we want to make a clear distinction between the two.

Informally, we do talk about "the distribution $\mathrm{P}(x)$ ", or "the conditional distribution $\mathrm{P}(y \mid x)$ ", as is common language in the AI literature. In this usage, there are always abstract values $x$ and $y$, and never concrete values (like 79 or true); formally, the distributions that are meant are $\lambda x . \mathrm{P}(x)$ and $\lambda y, x . \mathrm{P}(y \mid x)$.

### 2.2 Defining a model using a Bayesian network

In the previous section, we explained that a probabilistic model is usually defined by a set of random variables (including their domains), and a joint probability distribution over these. In this section, we show how this joint probability can be defined in a concise way by means of a Bayesian network.

Since their introduction by Pearl[48] in the 1980s, Bayesian networks-formerly also known as belief networks or causal networks-have evolved into a de facto standard for probabilistic modeling. In spite of these names, Bayesian networks are not restricted to representing beliefs or causal relations, nor do they imply a commitment to the "Bayesian interpretation" of probability. A Bayesian network defines a joint probability distribution in terms of (smaller) conditional probability distributions, and it is up to the modeler to attach semantics to this distribution.

### 2.2.1 Formal definition

A Bayesian network over a set $\bar{V}$ of random variables consists of:

1. A directed acyclic graph with $\bar{V}$ as nodes.
2. For each variable $V \in \bar{V}$, the conditional probability distribution (cpd) given all its parents in the graph (i.e. all variables $U$ for which an arrow $U \rightarrow V$ exists).

This Bayesian network defines a probabilistic model-i.e. a joint probability over all variables-in the following way: $\mathrm{P}(\bar{v})$ is defined to be the product of all cpds on the values $\bar{v}$.

We expand this into a more formal definition. In this section, we make a purely technical distinction between the nodes $\bar{V}$ in the graph and the random variables in the probabilistic model: we denote the latter by $X$, indexed by $\bar{V}$. There is thus a one-to-one correspondence between $\bar{V}$ and $X_{\bar{V}}$; if $\bar{V}=\{A, B\}$, then node $A$ in the graph corresponds to variable $X_{A}$, and $B$ corresponds to $X_{B}$. A Bayesian network then consists of:

1. A set $\bar{V}$ and a domain function dom $: \bar{V} \rightarrow \wp V a l$ (for some universal set of values $\mathcal{V a l})$. The set $\bar{V}$ is ordered $\left\{V_{1}, \ldots, V_{n}\right\}$.
2. A directed acyclic graph (DAG) on $\bar{V}$ that respects the order, i.e. for each arrow $V_{i} \rightarrow V_{j}$ in the graph, $i<j$ holds. (This does not impose any restrictions; for every DAG, there is at least one such order on the variables.) This graph induces a function Parents, which maps every $V_{i} \in \bar{V}$ to its list of parents, ordered in the node order mentioned above. Thus, if $V_{5}$ has parents $V_{3}$ and $V_{2}$, then $\operatorname{Parents}\left(V_{5}\right)=\left[V_{2}, V_{3}\right]$. To address an element of this list, we write $\operatorname{Parents}\left(V_{5}\right)_{1}=V_{2}$ (we use a 1-based index).
3. For each $V \in \bar{V}$, a function

$$
c_{V}: \operatorname{dom}(V) \times \operatorname{dom}\left(\operatorname{Parents}(V)_{1}\right) \ldots \times \operatorname{dom}\left(\text { Parents }(V)_{n}\right) \rightarrow \mathbb{R}_{0}^{1}
$$

with the following restriction: for each combination $x_{\operatorname{Parents}(V)}$, it should hold that $\sum_{x_{V}} c_{V}\left(x_{V}, x_{\text {Parents }(V)}\right)=1$.

The random variables of this Bayesian network are defined to be $X_{\bar{V}}$, with $\operatorname{dom}\left(X_{V}\right)=\operatorname{dom}(V)$ for all $V \in \bar{V}$. Over these variables, the following joint probability is defined:

$$
\mathrm{P}\left(x_{\bar{V}}\right)=\prod_{V \in \bar{V}} c_{V}\left(x_{V}, x_{\text {Parents }(V)}\right)
$$

In the literature, this definition is usually formulated:

$$
\begin{equation*}
\mathrm{P}\left(x_{\bar{V}}\right)=\prod_{V \in \bar{V}} \mathrm{P}\left(x_{V} \mid x_{\text {Parents }(V)}\right) \tag{FАСт-BN}
\end{equation*}
$$

However, this definition is circular: the probability space is defined in terms of the probability space. Therefore, we favor the first definition, as it is theoretically clean; we will show below that (FАст-BN) follows from it as a theorem.

We will first show that the joint probability over any subset $\bar{W} \subseteq \bar{V}$ which is closed under Parents, i.e. for which $W \in \bar{W} \Rightarrow \operatorname{Parents}(W) \subseteq \bar{W}$ holds, is also a product of the $c_{V}$ functions. We derive this probability by summing out all the other variables $\bar{U}=\bar{V} \backslash \bar{W}$ from $\mathrm{P}\left(x_{\bar{V}}\right)$, and then moving the summations into the expression. This is possible because of the distributive law $a b+a c=a(b+c)$, which takes the following form for $\sum$-expressions:

$$
\begin{array}{lll}
\sum_{x}(\phi * \psi)=\left(\sum_{x} \phi\right) * \psi & \text { if } \psi \text { does not contain free variable } x & \text { ( } \Sigma \text {-Distr-L) } \\
\sum_{x}(\phi * \psi)=\phi * \sum_{x} \psi & \text { if } \phi \text { does not contain free variable } x & \text { ( } \Sigma \text {-Distr-R) }
\end{array}
$$

When we arrange the product of $c_{U}$ functions in $\bar{V}$ order, every summation $\sum_{x_{U}}$ can be moved until the corresponding $c_{U}$ factor using ( $\Sigma$-Distr-R), because the factors to the left of it can not contain variable $x_{U}$. The $\bar{U}$ variables, ordered in $\bar{V}$ order, are denoted $U_{1}, \ldots, U_{m}$. In the product, the $\bar{U}$ factors can be arranged after all $\bar{W}$ factors: as $\bar{W}$ is closed under Parents, the latter do not contain any
$x_{U}$ variables. After moving the summations, we can repeatedly eliminate the rightmost summation, because $\sum_{x_{U_{i}}} c_{U_{i}}\left(x_{U_{i}}, \ldots\right)=1$ :

$$
\begin{aligned}
& \mathrm{P}\left(x_{\bar{W}}\right) \\
& =\quad \text { by }(\text { Marginalize })^{\mathrm{p} .15} \\
& \sum_{x_{\bar{U}}} \mathrm{P}\left(x_{\bar{V}}\right) \\
& =\quad \text { joint probability of a Bayesian network } \\
& \sum_{x_{\bar{U}}}\left(\prod_{W \in \bar{W}} c_{W}\left(x_{W}, x_{\text {Parents(W) }}\right)\right) \prod_{U \in \bar{U}} c_{U}\left(x_{U}, x_{\text {Parents }(U)}\right) \\
& =\quad \text { by }(\Sigma \text {-Distr-R }) ; \bar{W} \text { is closed under Parents } \\
& \left(\prod_{W \in \bar{W}} c_{W}\left(x_{W}, x_{\text {Parents }(W)}\right)\right) \sum_{x_{\bar{U}}} \prod_{U \in \bar{U}} c_{U}\left(x_{U}, x_{\text {Parents }(U)}\right) \\
& =\quad \text { by }(\Sigma \text {-Distr-R }) \text {; the } c_{U} \text { factors are arranged in } \bar{V} \text { order } \\
& \left(\prod_{W \in \bar{W}} c_{W}\left(x_{W}, x_{\text {Parents(W) }}\right)\right) \\
& \sum_{x_{U_{1}}} c_{U_{1}}\left(x_{U_{1}}, x_{\text {Parents }\left(U_{1}\right)}\right) \sum_{x_{U_{2}}} c_{U_{2}}\left(x_{U_{2}}, x_{\text {Parents }\left(U_{2}\right)}\right) \cdots \sum_{x_{U_{m}}} c_{U_{m}}\left(x_{U_{m}}, x_{\text {Parents }\left(U_{m}\right)}\right) \\
& =\quad c_{U_{m}} \text { adds up to } 1 \\
& \left(\Pi_{W \in \bar{W}} c_{W}\left(x_{W}, x_{\text {Parents }(W)}\right)\right) \sum_{x_{U_{1}}} c_{U_{1}}\left(x_{U_{1}}, x_{\text {Parents }\left(U_{1}\right)}\right) \sum_{x_{U_{2}}} c_{U_{2}}\left(x_{U_{2}}, x_{\text {Parents }\left(U_{2}\right)}\right) \cdots 1 \\
& = \\
& =\quad c_{U_{2}} \text { adds up to } 1 \\
& \left(\prod_{W \in \bar{W}} c_{W}\left(x_{W}, x_{\text {Parents }(W)}\right)\right) \sum_{x_{U_{1}}} c_{U_{1}}\left(x_{U_{1}}, x_{\text {Parents }\left(U_{1}\right)}\right) \cdot 1 \\
& =\quad c_{U_{1}} \text { adds up to } 1 \\
& \left(\prod_{W \in \bar{W}} c_{W}\left(x_{W}, x_{\text {Parents(W) }}\right)\right) \cdot 1
\end{aligned}
$$

Thus, we conclude

$$
\mathrm{P}\left(x_{\bar{W}}\right)=\prod_{W \in \bar{W}} c_{W}\left(x_{W}, x_{\text {Parents }(W)}\right) \quad \text { if } \bar{W} \text { is closed under Parents }
$$

(Joint-Subset-BN)
Also, note that if we take $\bar{W}=\emptyset$ (so $\bar{U}=\bar{V}$ ), the above calculation (without the first equality) yields $\sum_{x_{\bar{V}}} \mathrm{P}\left(x_{\bar{V}}\right)=1$, and therefore the function P derived via the construction in section 2.1.2 is a valid probability space.

Next, we derive the value of a cpd $\mathrm{P}\left(x_{V} \mid x_{\text {Parents }(V)}\right)$ over a single variable $V$ in a Bayesian network. We cannot use the fraction of $\mathrm{P}\left(x_{V}, x_{\text {Parents }(V)}\right)$ and $\mathrm{P}\left(x_{\text {Parents }(V)}\right)$ directly, because the sets $\{V\} \cup \operatorname{Parents}(V)$ and $\operatorname{Parents}(V)$ are generally not closed
under Parents. However, we can use the transitive closure of these sets by extending them with the ancestors of $V$ :

$$
\operatorname{Anc}(V)=\{W \mid \text { there is a path from } W \text { to } V \wedge W \neq V \wedge W \notin \operatorname{Parents}(V)\}
$$

Now, $V^{*}=\{V\} \cup \operatorname{Parents}(V) \cup A n c(V)$ and $V^{+}=\operatorname{Parents}(V) \cup A n c(V)$ are both closed under Parents, so

$$
\begin{aligned}
& \mathrm{P}\left(x_{V}, x_{\text {Parents }(V)}, x_{\text {Anc(V) }}\right) \\
& =\quad \text { apply }\left(\text { Joint-Subset-BN) to } V^{*}\right. \\
& \prod_{W \in V^{*}} c_{W}(\ldots) \\
& = \\
& c_{V}\left(x_{V}, x_{\text {Parents }(V)}\right) \prod_{W \in V^{+}} c_{W}(\ldots) \\
& =\quad \text { apply }\left(\text { Joint-Subset-BN) to } V^{+}\right. \\
& c_{V}\left(x_{V}, x_{\text {Parents }(V)}\right) \mathrm{P}\left(x_{\text {Parents }(V)}, x_{\text {Anc }(V)}\right)
\end{aligned}
$$

Summing over all $x_{\operatorname{Anc}(V)}$ values on both sides of the above equation:

$$
\left.\begin{array}{rl} 
& \sum_{x_{\text {Anc }(V)}} \mathrm{P}\left(x_{V}, x_{\text {Parents }(V)}, x_{\operatorname{Anc}(V)}\right)=c_{V}\left(x_{V}, x_{\text {Parents }(V)}\right) \sum_{x_{\text {Anc }(V)}} \mathrm{P}\left(x_{\text {Parents }(V)}, x_{\text {Anc }(V)}\right) \\
\equiv & \quad \text { by }(\operatorname{MARGINALIzE})^{\mathrm{p} .15}
\end{array}\right) \quad \mathrm{P}\left(x_{V}, x_{\text {Parents }(V)}\right)=c_{V}\left(x_{V}, x_{\text {Parents }(V))}\right) \mathrm{P}\left(x_{\text {Parents }(V)}\right) .
$$

Hence, the cpds (whenever they are formally defined) are the same as the $c_{V}$ functions from our definition of a Bayesian network, and ( FАст-BN) follows as a $^{\text {a }}$ theorem.

### 2.2.2 Graphical properties

In general, the factorization of the joint distribution of a Bayesian network leads to a lot of conditional independencies. The independencies we mean here are those purely derived from the form of the joint probability distribution, and not from the actual values of the cpds. For example, in a graph $A \rightarrow B \rightarrow C$, applying (Joint-Subset-BN) to $\{A, B, C\}$ and $\{A, B\}$ yields, respectively,

$$
\begin{aligned}
\mathrm{P}\left(x_{A}, x_{B}, x_{C}\right) & =\mathrm{P}\left(x_{A}\right) \mathrm{P}\left(x_{B} \mid x_{A}\right) \mathrm{P}\left(x_{C} \mid x_{B}\right) \\
\mathrm{P}\left(x_{A}, x_{B}\right) & =\mathrm{P}\left(x_{A}\right) \mathrm{P}\left(x_{B} \mid x_{A}\right)
\end{aligned}
$$

and hence

$$
\begin{aligned}
&= \mathrm{P}\left(x_{C} \mid x_{A}, x_{B}\right) \\
& \text { definition of conditional probability }
\end{aligned} \quad \begin{aligned}
& \frac{\mathrm{P}\left(x_{A}, x_{B}, x_{C}\right)}{\mathrm{P}\left(x_{A}, x_{B}\right)} \\
& = \\
& \quad \text { just derived } \\
& \\
& \mathrm{P}\left(x_{C} \mid x_{B}\right)
\end{aligned}
$$

so $X_{C}$ is conditionally independent of $X_{A}$ given $X_{B}$. As it turns out, these necessary independencies can be described by a property of the graph called $d$-separation[48]: a conditional independence of $X_{A}$ and $X_{B}$ given a set of variables $X_{\bar{E}}$ follows from the form of the factorization iff the nodes $A$ and $B$ are d-separated by the set of nodes $\bar{E}$. This d-separation is defined as follows: $A$ and $B$ are d-separated by $\bar{E}$ if there is no d-connecting path between $A$ and $B$ given $\bar{E}$. An undirected path between $A$ and $B$, with intermediate nodes $N_{1}, N_{2}, \ldots, N_{m}$ is $d$-connecting given $\bar{E}$ if for every $N_{i}$ holds:

- if, from the two arrows connecting $N_{i}$ to the rest of the path, at least one points away from $N_{i}$, then $N_{i} \notin \bar{E}$;
- if both arrows point towards $N_{i}$, then $N_{i}$ or a descendant of $N_{i}$ is in $\bar{E}$.

In practice, it often suffices to know that:

- a node is conditionally independent from its non-descendants given its parents, and
- a node is conditionally independent from the nodes outside of its Markov blanket given the nodes in its Markov blanket. A node's Markov blanket consists of its parents, its children, and the parents of its children.

These conditional independencies are what makes a Bayesian network meaningful as a probabilistic model even if only the graph is defined.

### 2.3 Probabilistic models for sensor data

In this section, we discuss two desirable properties of probabilistic models for sensor data: the conditional independence of different sensor variables, and the ability to represent changes. From now on, we drop the distinction between the nodes in the graph and the probabilistic variables, because the readability of probabilistic expressions suffers if all variables start with $X$. We will use the distinction again in chapter 5, where we make a formal connection between probabilistic variables and attributes in relation schemas.


Figure 2.1: A simple type of Bayesian network: the naive Bayes classifier.

### 2.3.1 Naive Bayes classifiers for sensor data

A particularly simple type of model is the so-called naive Bayes classifier. Its Bayesian network consists of one unobservable 'class variable' $C$, several observable 'feature variables' $F_{i}$, and arrows $C \rightarrow F_{i}$ from the target variable to every feature variable. The term classifier refers to the inference task associated with this model: given some observed features $\bar{f}$, determine the most likely class $c$, i.e. $\arg \max _{c} \mathrm{P}(C=c \mid \bar{F}=\bar{f})$.

The graph structure implies that, given a value of the class variable, all feature variables are conditionally independent of each other. Even in cases when this independence assumption is clearly invalid, the model often has surprisingly good accuracy[21], and it is popular due to its inference speed and ease of learning (see also sections 2.5 and 2.6 on inference and learning).

The model can be applied to a sensor environment where multiple sensors are used to observe the same phenomenon (but possibly different properties of it). The class variable corresponds to that phenomenon, and feature variable $F_{i}$ to the input from sensor $i$. For example, one may be interested in the type of vehicles (car, truck, bus, motorcycle) passing at a certain point of a highway[37]. This is sensed using two different sensors: an induction loop and a video camera. The probabilistic model contains a sensor model $\mathrm{P}\left(f_{i} \mid c\right)$ for both sensors, specifying the probability for vehicle type $c$ to cause sensor observation $f_{i}$. (Additionally, the model contains the so-called class prior $\mathrm{P}(c)$ specifying the relative frequency of vehicle type $c$.)

The sensors models contain uncertainty: a bus may confuse the video camera, and (perhaps under certain lighting conditions) produce an image $i$ that is more likely to result from a truck than from a bus (i.e. $\mathrm{P}\left(F_{2}=i \mid C=\right.$ truck $)>\mathrm{P}\left(F_{2}=i \mid C=\right.$ bus $)$. The conditional independence assumption now states that $\mathrm{P}\left(F_{1}=p \mid C=\right.$ bus, $\left.F_{2}=i\right)=$ $\mathrm{P}\left(F_{1}=p \mid C=\right.$ bus $)$ : the fact that a bus produces a confusing image $i$ does not influence the probability that it produces a confusing inductance pattern $p$. This seems a fair assumption, because the source of uncertainty for the camera (different lighting conditions) seems unrelated to the source of uncertainty for the induction loop
(say, different materials).
A major practical advantage of using the naive Bayes classifier for sensor data is that adding, removing or changing a sensor (or the associated software) is done without touching the models for the other sensors; the naive Bayes classifier meets our modularity requirement (section 1.1). For example, the camera feature extraction software is changed so the variable $F_{2}$ gets a new meaning (let us model this by a different variable $F_{2}^{\prime}$ ) and a new domain with different values. Then a new model $\mathrm{P}\left(f_{2}^{\prime} \mid c\right)$ for the camera is needed, but the induction loop model $\mathrm{P}\left(f_{1} \mid c\right)$ does not have to be altered. If it were dependent on $F_{2}$ (the graph has an arrow $\left.F_{2} \rightarrow F_{1}\right)$, the model $\mathrm{P}\left(f_{1} \mid c, f_{2}\right)$ would have to be modified to $\mathrm{P}\left(f_{1} \mid c, f_{2}^{\prime}\right)$ as well.

### 2.3.2 Formal modularity of Bayesian networks

We now formalize the following statement: Adding a sensor does not change the probabilistic model over the existing variables. When we add a node to a Bayesian network, and only add edges from the existing network to the new node, the model over the existing variables does not change. First, note that adding an edge the other way around, i.e. from the new node to an existing node, actually means that the cpd on the existing node has to be changed; it gets an extra dimension, because it now depends on one more variable. When we only add edges from existing variables, this does not happen.

Say that the network consists of $\left\{V_{1}, \ldots, V_{n}\right\}$ and defines a joint probability

$$
\mathrm{P}\left(v_{1 . . n}\right)=c_{V_{1}}(\ldots) c_{V_{2}}(\ldots) \cdots c_{V_{n}}(\ldots)
$$

Then, a new node $V_{n+1}$ with cpd $c_{V_{n+1}}$ is added; the new model defines a joint probability $\mathrm{P}^{\prime}\left(v_{1 . n+1}\right)$. In this new model, the set $\left\{V_{1}, \ldots, V_{n}\right\}$ is still closed under Parents (because none of them has $V_{n+1}$ as parent), so by (Joint-Subset-BN)p. ${ }^{20}$,

$$
\mathrm{P}^{\prime}\left(v_{1 . . n}\right)=c_{V_{1}}(\ldots) c_{V_{2}}(\ldots) \cdots c_{V_{n}}(\ldots)
$$

So, the old and new model are consistent with respect to the probability distribution over the old variables, and hence with all predicates over these variables. By a similar argument, removal or modification of a variable $V_{i}$ and its cpd has no effect on the joint probability over the other variables, as long as $V_{i}$ has no children. (In the naive Bayes classifier, all sensor variables satisfy this requirement.)

### 2.3.3 Dynamic Bayesian networks

The naive Bayes classifier can be applied in a streaming setting on a snapshot base; in that case, we do not define any temporal relations between the features or class at time $t$ and those at $t+1$. However, such temporal relations are often present; e.g. the location of an object at $t+1$ is probabilistically dependent on its location at $t$ (and vice versa).

Bayesian networks can model a variable $X$ whose value changes over time by defining an instance $X_{t}$ of this variable for each time $t$ in a discrete time domain $0 . . T$. These kind of networks are referred to as dynamic Bayesian networks[17, 41, 47]. Usually, the term implies some further restrictions:

- for each $t$, the same variables exist; let us refer to them as $\left\{V_{t}^{1}, \ldots, V_{t}^{n}\right\}$
- the parents of each $V_{t}^{j}$ are among the variables at $t$ and $t-1$, and are the same for each $t$
- the cpd $c_{V_{t}^{j}}$ is the same for each $t$

The variables at $t=0$ form an exception, as they cannot have any parents in $t-1$. Therefore, for $t=0$ different variables and cpds are allowed. The rest of the model consists of identical 'slices': it is said to be (time-)homogeneous.

Examples are given in the next section: the HMM and MSHMM models are both dynamic Bayesian networks that satisfy the above restrictions. More models are defined in chapter 3, where we widen our definition of a dynamic Bayesian network somewhat.

In anticipation of chapter 6, we derive a property of the product of the cpds in slice $t$, namely:

$$
\begin{equation*}
\prod_{j=1 . . n} c_{V_{t}^{j}}(\ldots)=\mathrm{P}\left(v_{t}^{1 . . n} \mid \bar{\tau}_{t-1}\right) \tag{Cpd-Slice}
\end{equation*}
$$

It equals the conditional probability of the variables $V_{t}^{j}$ given their parents in slice $t-1$. We call this set of parents the interface between $t-1$ and $t$, which we write $\bar{I}_{t-1}$. Formally, we define, for each $t$ :

$$
\bar{I}_{t} \stackrel{\text { def }}{=} \bar{V}_{t} \cap \bigcup_{j} \operatorname{Parents}\left(V_{t+1}^{j}\right)
$$

In this definition, we follow Murphy[47], except that he calls this the forward interface of slice $t$. Note that $\bar{I}_{t-1}$ d-separates $\left\{V_{t}^{1}, \ldots, V_{t}^{n}\right\}$ from the other variables in slices $t-1$ and earlier. For the derivation of (Cpd-Slice), we start with an auxiliary calculation:

$$
\begin{aligned}
& \mathrm{P}\left(v_{0 . t}^{1 . n}\right) \\
& =\quad \text { by }(\text { Joint-Subset-BN })^{\mathrm{p} .20} \\
& \prod_{\substack{j=1 . . n \\
k=0 . . t}} c_{V_{t}^{j}}(\ldots) \\
& = \\
& \left(\prod_{\substack{j=1 . . n \\
k=0 . t-1}} c_{V_{t}^{j}}(\ldots)\right) \prod_{j=1 . . n} c_{V_{t}^{j}}(\ldots) \\
& =\quad \text { by (Joint-Subset-BN) } \\
& \mathrm{P}\left(v_{0 . t-1}^{1 . . n}\right) \prod_{j=1 . . n} c_{V_{t}^{j}}(\ldots)
\end{aligned}
$$



Figure 2.2: Hidden Markov Model (HMM) with $T=4$

The property is now derived as follows.

$$
\begin{aligned}
& \prod_{j=1 . . n} c_{V_{t}^{j}}(\ldots) \\
& =\quad \text { just derived } \\
& \frac{\mathbf{P}\left(v_{0 . t}^{1 . n}\right)}{\mathbf{P}\left(v_{0 . t-1}^{1 . n}\right)} \\
& = \\
& \frac{\mathrm{P}\left(v_{t}^{1 . . n}, v_{0 . . t-1}^{1 . n}\right)}{\mathrm{P}\left(v_{0 . t-1}^{1 . . n}\right)} \\
& =\quad \text { definition of conditional probability } \\
& \mathrm{P}\left(v_{t}^{1 . . n} \mid v_{0 . t-1}^{1 . n}\right) \\
& =\text { by d-separation } \\
& \mathrm{P}\left(v_{t}^{1 . . n} \mid \bar{t}_{t-1}\right)
\end{aligned}
$$

A similar, more general result for a group of variables in a Bayesian network is derived in section 3.3.

### 2.4 Concrete models

### 2.4.1 Hidden Markov Model

One of the most simple dynamic Bayesian networks that can be applied to sensor data is the Hidden Markov Model (HMM), shown in figure 2.2. For each discrete point in time $t \in\{0, \ldots, T\}$, it contains a state variable $X_{t}$ and a sensor variable $S_{t}$ representing an (imperfect/partial) observation of the state. The state variables are linked together in a Markov chain, which means that $X_{t+1}$ is conditionally independent of $X_{0}, \ldots, X_{t-1}$ given $X_{t}$ (as can be verified from the d-separation in the graph). As for the sensor variables, $S_{t}$ is conditionally independent of all other variables given $X_{t}$.

The so-called state transition probabilities $\mathrm{P}\left(x_{t} \mid x_{t-1}\right)$ do not depend on $t$; together they make up the transition model of the HMM. Only $X_{0}$ is different; the probability distribution $\mathrm{P}\left(x_{0}\right)$ is called the state prior. The observation probabilities $\mathrm{P}\left(s_{t} \mid x_{t}\right)$ make up the sensor model, which is also the same for each $t$.

Hidden Markov Models are popular in speech processing[49]. Simply put, the $S$ variables represent a sequence of observed audio frames, and the $X$ variables

$\mathrm{P}\left(x_{t} \mid x_{t-1}\right)$ equal for all $t$
$\mathrm{P}\left(s_{t}^{c} \mid x_{t}\right)$ equal for all $t$

Figure 2.3: Multi-sensor Hidden Markov Model (MSHMM) with $T=4, K=2$
represent the sequence of phones (the sounds that form the units of speech). The task of the speech processing system consists of finding the most probable $X$ sequence.

### 2.4.2 Multi-sensor HMM

In order to accommodate multiple (say $K$ ) sensors in the HMM, one can treat them as one sensor and join their observations $s_{t}^{1}, \ldots, s_{t}^{K}$ into one value $s_{t}=\left(s_{t}^{1}, \ldots, s_{t}^{K}\right)$. However, this causes the size of $\operatorname{dom}\left(S_{t}\right)$ and hence the number of values in the distribution $\mathrm{P}\left(s_{t} \mid x_{t}\right)$ to grow (exponentially) large as more sensors are added, which is a problem for specifying, learning and storing the model. Furthermore, this model does not satisfy the modularity requirement in the way the naive Bayes classifier does (see section 2.3.1).

As a solution to these problems, we introduce the Multi-sensor Hidden Markov Model (MSHMM), which combines the HMM and the naive Bayes classifier. Instead of one, it contains $K$ sensor variables $S_{t}^{c}(1 \leq c \leq K)$ per time point $t$, all conditionally independent given $X_{t}$ : see figure 2.3.

### 2.4.3 Localization setup

Using the MSHMM, we can model the localization scenario from section 1.1, which we repeat and formalize here (in chapter 3, we will further refine the scenario to allow for non-synchronized observations). At $K$ fixed positions in a building, a Bluetooth transceiver ('scanner') is installed, and performs regular scans in order to track the location of a mobile device (note: we restrict ourselves to a single device for simplicity), which can take the values $1-L$. The scanning range is such that the mobile device can be seen by 2 or 3 different scanners at most places. After time $T$, we want to calculate $\mathrm{P}\left(x_{t} \mid s_{1 . . T}^{1 . K}\right)$ : the probability distribution over the location at time $t$ (with $1 \leq t \leq T$ ) based on the received scan results during the time span. As we will explain in section 2.5 , this probabilistic computation forms the base for different online and offline processing tasks like forward filtering (using sensor data from the past to enhance the present probability distribution) and smoothing (using sensor data from before and after the target time).


$$
\begin{gathered}
\operatorname{dom}\left(X_{t}\right)=\{1, \ldots, L\} \\
\operatorname{dom}\left(S_{t}^{c}\right)=\{\mathrm{n}, \mathrm{y}\} \\
\mathrm{P}\left(x_{t} \mid x_{t-1}\right) \text { equal for all } t \\
\mathrm{P}\left(s_{t}^{t} \mid x_{t}\right) \text { equal for all } t
\end{gathered}
$$

Figure 2.4: MSHMM for localization setup, with $T=4, K=2$

In the MSHMM, each sensor $c$ corresponds to a scanner; the variable $S_{t}^{c}$ represents the result of the scan at time $t$ and can take the values n (device not detected) and $y$ (device detected). The state variable $X_{t}$ for $t \in\{0, \ldots, T\}$ represents the location of the mobile device at time $t$ and has the domain $\{1, \ldots, L\}$.

The transition model $\mathrm{P}\left(x_{t} \mid x_{t-1}\right)$ consists of the probabilities to go from one location to another in one time step. Although the Bayesian network framework does not forbid this model to contain $L^{2}$ nonzero probabilities, it is in fact always sparse in our localization setup, because it is only possible to move to a bounded number of locations. For example, assume a partial floor plan of the localization area looks like figure 2.5, where the numbered squares are 15 discrete values (locations) that the $X$ variable can take. For simplicity, we assume that in one time step the mobile device can only move to an adjacent square, and only if there is no wall in between. It is also possible that it stays in the same square. Then, as is shown in figure 2.6 , there are only two $x_{t}$ values for which $\mathrm{P}\left(X_{t}=x_{t} \mid X_{t-1}=7\right)>0$, and only five $x_{t}$ values for which $\mathrm{P}\left(X_{t}=x_{t} \mid X_{t-1}=8\right)>0$. On average, there are 3 locations $x_{t}$ for which $\mathrm{P}\left(x_{t} \mid x_{t-1}\right)>0$.

The cpd $\mathrm{P}\left(s_{t}^{c} \mid x_{t}\right)$ is called the sensor model for sensor $c$ and is also assumed to be equal for each $t$. It is different for each $c$, because each sensor is fixed at a different position and thus will get positive readings for different locations of the mobile device. The sensor has a bounded reach: in figure 2.5, the reach of sensor 3 is shaded in gray. Hence, there is a bounded number of $x_{t}$ values for which $\mathrm{P}\left(S_{t}^{c}=\mathrm{y} \mid x_{t}\right)>0$; for sensor 3, these 9 probabilities are shown in the gray squares. However, $\mathrm{P}\left(S_{t}^{c}=\mathrm{n} \mid x_{t}\right)$ is positive for each $x_{t}$. Therefore, the array representing $\mathrm{P}\left(s_{t}^{c} \mid x_{t}\right)$ would have a density of $(9+L) / 2 L$ (see figure 2.7).

We could also look at the sparsity of the sensor models in another way: given a fixed location $x_{t}$, there is a bounded number of sensors that can detect the device, i.e. a bounded number of $c$ values with $\mathrm{P}\left(S_{t}^{c}=\mathrm{y} \mid x_{t}\right)>0$. This bound depends on the sensor density and detection reach, and is 3 in our example. In section 6.2, we discuss how this sparsity can be exploited for saving computational resources.


Figure 2.5: Example (partial) floor plan for the localization model. The numbered squares are the $L=15$ discrete values that a location variable $X_{t}$ can take. At $K=5$ positions, a scanner is installed. In one time step, it is possible to move to an adjacent location, but not through a wall; this is encoded in the transition model $\mathrm{P}\left(x_{t} \mid x_{t-1}\right)$. For scanner 3, the detection probabilities for the locations in its reach are also given; they determine the sensor model $\mathrm{P}\left(s_{t}^{3} \mid x_{t}\right)$. Simultaneously scaling up $L$ and $K$ can be imagined as extending this floorplan in the direction of the arrow. If the upper and lower edges of the floor plan are ignored, each scanner has a reach of 9 locations, as is shown for scanners 2 and 3 .

|  |  | $x_{t}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{P}\left(x_{t} \mid x_{t-1}\right)$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| $x_{t-1}$ | 7 | 0 | 0 | 0 | 0 | 0 | 0 | .95 | .05 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 8 | 0 | 0 | 0 | 0 | .2 | 0 | .15 | .3 | .15 | 0 | .2 | 0 | 0 | 0 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Figure 2.6: Partial transition model corresponding to the floor plan in figure 2.5. Rows sum to 1 . This model encodes the fact that it is only possible to move to an adjacent room (and not through walls).

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{P}\left(s_{t}^{3} \mid x_{t}\right)$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |  |
| $s_{t}^{3}$ | n | .8 | 1 | 1 | .6 | .6 | 1 | .1 | .6 | .9 | .6 | .6 | 1 | .8 | 1 | 1 |
|  | y | .2 | 0 | 0 | .4 | .4 | 0 | .9 | .4 | .1 | .4 | .4 | 0 | .2 | 0 | 0 |

Figure 2.7: Sensor model for sensor 3 in figure 2.5. Columns sum to 1 . This model encodes the limited reach of each sensor.

### 2.5 Common inference queries

When a probabilistic model of a sensor setup has been established, it can be put to work: using the data obtained from the sensors, it should be able to answer queries with regard to variables in the model. Although these answers are always probabilistic, they satisfy the requirements laid down in section 1.1. Firstly, they are consistent: information from different sensors that would be conflicting in a deterministic model can be suitably processed into the probability distribution. Secondly, they are complete: no matter how little information is actually obtained from the sensors, a probability distribution can always be produced. Queries in a probabilistic model are formulated as conditional probabilities: given the observed readings $\bar{s}$ for sensor variables $\bar{S}$, what is the conditional distribution $\mathrm{P}(Q=q \mid \bar{S}=\bar{s})$ over a certain variable $Q$ ?

For example, in the localization MSHMM with $K=10$ and $T=100$, one could query $X_{42}$ (the location at time 42), given the 1000 sensor readings $\bar{s}=$ $\left\{s_{t}^{c} \mid 1 \leq c \leq K, 1 \leq t \leq T\right\}$; this query corresponds to $\mathrm{P}\left(x_{42} \mid \bar{s}\right)$. Note that, through the transition model, this probability distribution is affected by sensor readings not only with $t=42$, but also by readings from earlier and later times: a detection at $t=45$ by a scanner near location 22 increases the odds that $X_{42}=22$, because the transition model dictates that the location cannot change very much within three time steps (i.e. the probability of a large change is zero or very low).

How to calculate the answer to an inference query will be discussed extensively in chapters 5 and 6. Here, we give an overview of some common queries for dynamic Bayesian networks, or rather, common inference tasks consisting of sets of queries. This overview is taken from [51] and applied to the MSHMM.

The first task is called smoothing. Like the query above, it considers all sensor readings up to a certain point $T$; however, the goal is to find the probability distribution over the location for every time $t$ instead of for one specific point. Hence, the set of queries is $\left\{\mathrm{P}\left(x_{t} \mid \bar{s}\right) \mid 1 \leq t \leq T\right\}$; note that the intended result is a set of distributions, and formally it is clearer to write $\left\{\lambda x_{t} . \mathrm{P}\left(x_{t} \mid \bar{s}\right) \mid 1 \leq t \leq T\right\}$. The results can, for example, be used to calculate the most likely location at each point in time: $\left\{\arg \max _{x_{t} \in \operatorname{dom}\left(X_{t}\right)} \mathrm{P}\left(x_{t} \mid \bar{s}\right) \mid 1 \leq t \leq T\right\}$.

A different but related task is to find the probability distribution over the whole sequence of locations, i.e. $\mathrm{P}\left(x_{1}, \ldots, x_{T} \mid \bar{s}\right)$. It is usually infeasible to store this distribution in a multi-dimensional array, as the number of entries is exponential in $T$. However, it often suffices to find just the most likely sequence, i.e. $\arg \max _{\left(x_{1}, \ldots, x_{T}\right)} \mathrm{P}\left(x_{1}, \ldots, x_{T} \mid \bar{s}\right)$, which can be done without calculating the whole array, using the well-known Viterbi algorithm[26]. Note: in general, this most likely sequence of locations differs from the sequence of most likely locations described above.

The above two tasks can only be performed after all sensor readings up to $T$ have been collected; until now we have silently assumed that $T$ is the fixed length of the model. However, this assumption does not make much sense in situations
where sensors are continuously collecting new data, and applications want to be kept up to date as new data arrives. In these situations, $T$ can be considered as infinite or continuously growing. A common task is called filtering: continuously calculating $\mathrm{P}\left(x_{t} \mid \bar{s}_{1}, \ldots, \bar{s}_{t}\right)$ for the current time $t$ (where $\bar{s}_{u} \stackrel{\text { def }}{=} s_{u}^{1}, \ldots, s_{u}^{K}$ ).

As we explained, new sensor readings can improve the accuracy of earlier location estimates; this means that, if the application can tolerate some latency, it is better to wait some time after $t$ before giving out an $X_{t}$ estimate. If this delay is fixed (say, $\delta$ ), this is called fixed-lag smoothing: the continuous inference query is then $\mathrm{P}\left(x_{t} \mid \bar{s}_{1}, \ldots, \bar{s}_{t+\delta}\right)$. The opposite is also possible; $\mathrm{P}\left(x_{t} \mid \bar{s}_{1}, \ldots, \bar{s}_{t-\delta}\right)$ would be a fixed-lag prediction.

A reason for a system to group a set of queries into a specific inference task instead of considering them all by themselves is that it is often possible to re-use (intermediate) results of a query in order to calculate the answer to the following queries. In fact, this is the only way that the continuous queries, whose answer depends in principle on the whole history of sensor data, can be made tractable. For example, the filtering query $\mathrm{P}\left(x_{t} \mid \bar{s}_{1}, \ldots, \bar{s}_{t}\right)$ can be calculated using only the answer to the previous query $\mathrm{P}\left(x_{t-1} \mid \bar{s}_{1}, \ldots, \bar{s}_{t-1}\right)$ and the new sensor readings $\bar{s}_{t}$.

Until now, we have not explicitly mentioned what to do with missing sensor readings. The answer is almost trivial: the corresponding variables are simply left out of the conditional probabilities. As we mentioned at the start of this section, probabilistic models can always give an answer, no matter how few sensor information is used. Of course, this makes the quality of the answer deteriorate: the less input, the more the probability mass 'spreads out' over the alternatives.

### 2.6 Evaluation and learning of sensor data processing

This thesis focuses on performing exact inference queries on a Bayesian network with known parameters; i.e. the answer to a query corresponds exactly to the conditional probability distribution that is asked for. Evaluation and optimization of these systems is expressed in terms of efficiency: the amount of consumed resources for a query (collection). In the current section, we briefly place this into a broader context.

Firstly, approximate inference methods are widely used when exact inference is unacceptably inefficient. Mostly, these methods are 'probabilistic' themselves: to represent an intermediate probability distribution in the calculation, they use a collection of (weighted) random samples instead of a large table with all the exact probabilities. Sensor data processing systems that use approximate inference are subject to an additional dimension of evaluation: next to efficiency, accuracy has to be taken into account as well.

Accuracy, the extent to which the given answer to a query resembles the 'true' answer, can be defined in many ways; we will give some examples with the
localization query $\mathrm{P}\left(x_{42} \mid \bar{s}\right)$. For now, we define the 'true answer' as the probability distribution obtained by exact inference, and write $\mathrm{P}^{\prime}\left(x_{42} \mid \bar{s}\right)$ for the approximate answer. Some possible accuracy measures are:

- The similarity between the two distributions $\mathrm{P}^{\prime}\left(x_{42} \mid \bar{s}\right)$ and $\mathrm{P}\left(x_{42} \mid \bar{s}\right)$; a common measure for this is the Kullback-Leibler divergence[44].
- Whether the approximation yields the same most probable value:
$\arg \max _{x_{42}} \mathrm{P}^{\prime}\left(x_{42} \mid \bar{s}\right)=\arg \max _{x_{42}} \mathrm{P}\left(x_{42} \mid \bar{s}\right)$
- The difference in probability of the most probable value.
- The similarity between the ranked lists of most probable values; a wellknown measure for this is Kendall's tau[39].

It is also possible to look at system evaluation in a broader context, and evaluate both the inference system and the probabilistic model at the same time. In this case, we compare the given answer to the ground truth; in the localization example, this would be the actual location at $t=42$. Of course, this kind of evaluation presumes that there is a well-defined ground truth for the query variable (this would be harder for probabilistic variables such as 'current terrorism threat level'), and that it is known. Say that the ground truth is $g$; some possible evaluation metrics are:

- Whether the most probable answer equals the ground truth:

$$
g=\arg \max _{x_{42}} \mathrm{P}^{\prime}\left(x_{42} \mid \bar{s}\right)
$$

- In case a distance measure $d$ on the locations is defined, the expected error $\sum_{x_{42}} \mathrm{P}^{\prime}\left(x_{42} \mid \bar{s}\right) d\left(g, x_{42}\right)$.

Above methods evaluate the system for one dataset $\bar{s}$ and one query $X_{42}$; for real evaluations to be useful, representative collections of datasets and queries are needed, over which the above metrics can be averaged. In the case of binary query variables (Is Sander currently in room 3090?), the evaluation metrics of precision and recall can also be used, derived from the numbers of true/false positives/negatives among the answers (for a set of queries with different evidence). A positive answer is given when the probability for true exceeds a certain cutoff point. Similar metrics are sensitivity/specificity and the ROC curve[25], which is obtained by plotting sensitivity against specificity while varying the cutoff point.

If the parameters of a Bayesian network are not available, they can be learned from training data. The goal is to maximize the accuracy of the system (compared to ground truth); in general, machine learning principles dictate that this accuracy is measured on a different data set to avoid overfitting the model to the training data. However, this is not always done. A common practice is to search for the maximum likelihood parameters: those that maximize the probability of the data.

For the MSHMM, finding the maximum likelihood parameters is especially easy in the case that, next to sequences of sensor data, the ground truth (sequences of locations) is also known; i.e. we have a set of instances of the model where all
the variables are observed. This means that for each variable of the model, a conditional frequency table can be constructed (where the tables for all timeinstances of a variable are aggregated into one); the maximum likelihood cpd for this variable then corresponds to that table.

Finding maximum likelihood parameters without ground truth is also possible, but much more time consuming and not always successful. The canonical approach here is called expectation maximization[19] or simply EM. It is an iterative process; from an arbitrary set of starting cpds, it uses inference to derive the expected values for the unobserved variables, then alters the cpds for maximum likelihood, and repeats these steps until convergence.

For more information about learning probabilistic models, we refer to machine learning textbooks[11, 46].

## Chapter 3

## Complex models

There is one large disadvantage about the Multi-sensor Hidden Markov Model (MSHMM) we introduced in section 2.4.2. Each point in time $t$ defines, besides state variable $X_{t}$, a variable $S_{t}^{c}$ for each sensor, and therefore it synchronizes the readings from the different sensors with each other (and with the state variable). However, to satisfy the modularity goal in section 1.1, it would be useful to be able to:

- integrate data from sensors that have different observation frequencies
- integrate data from sensors that have the same observation frequency but a different phase (i.e. observations are not synchronized)
- incorporate state variables for which transitions can happen with a higher frequency than the sensor's observation frequency (apart from enabling more accurate transition models, this is useful as an interface to other parts of a probabilistic model that define a higher frequency)

In this chapter, we introduce probabilistic sensor models that fulfill these requirements. In section 3.1 we define a very general model, which we refine (in order to keep inference tractable) in section 3.4. In order to do this, we introduce some theory about deterministic functions (section 3.2) and how Bayesian networks can be refined in general (section 3.3). Although this theory should not come as a surprise to AI researchers, it is not often explicitly formulated, and we deem it important for a working knowledge of Bayesian networks. The chapter concludes with a discussion of how complex queries can be represented in a Bayesian network (section 3.5), which also depends on these theoretical concepts.


Figure 3.1: Two models for the integration of data from sensors with different frequencies. Sensor 1 reports an observation every 3 time steps, and sensor 2 reports every 2 time steps.

### 3.1 MSHMM-AO

For illustration purposes, we assume the localization scenario outlined in section 2.4.3, only with two scanners that have a different frequency. Scanner 1 reports an observation every 3 time steps, while scanner 2 reports an observation every 2 steps. In principle, an easy solution for the integration of the data from these scanners would be to use the model in figure 3.1a, which is essentially the MSHMM model with observation variables left out at the times when there is no observation. (Note: as argued in section 2.3.2, the probability distribution over the remaining variables would stay the same if the model would include these left-out variables. Hence, inference over the model in figure 3.1a is equivalent to inference over the MSHMM with no evidence on the left-out variables.)

However, this model does not really apply to the scenario with Bluetooth scans; in the model, the observation $S_{3}^{1}$ is only directly "caused" by $X_{3}$, the location at time 3. If $S_{3}^{1}=\mathrm{y}$, the probability of locations around scanner 1 at $t=3$ will increase given this evidence; it will as well for $t=2$, but only indirectly through the transition model, and not to the same extent. This is because the model does not capture the fact that the result of the scan $S_{3}^{1}$ is caused by locations in the interval $\{1,2,3\}$.

The most simple and general model that does accommodate observations of a sequence of states is shown in figure 3.1b; we call it the MSHMM-AO, for aggregate observations, and denote these observation variables with $A_{t}^{c}$. However, this model has its own drawback. Note that the cpd $\mathrm{P}\left(a_{3}^{1} \mid x_{1}, x_{2}, x_{3}\right)$ has four dimensions, and in the localization scenario, where $\left|\operatorname{dom}\left(A_{t}^{c}\right)\right|=2$ and $\left|\operatorname{dom}\left(X_{t}\right)\right|=L$, consists of $2 L^{3}$ probabilities.

Hence, the size of the cpd grows exponentially w.r.t. the number of time points in the interval. As the cost of learning and inference are directly related to this size (see chapter 6), the MSHMM-AO model is only usable for very small intervals. This problem can be solved by imposing a so-called Noisy-OR structure on the cpd; in order to understand this structure, we first introduce some theory about deterministic functions.

### 3.2 Deterministic functions in a Bayesian network

A nice property of Bayesian networks that we have not discussed yet is that, alongside probabilistic relationships between variables, it can very easily accommodate conventional functions. For example, we can introduce a probabilistic variable $Y$ whose value $y$ is always fully determined by the values of the variables $X_{1}$ and $X_{2}: y=f\left(x_{1}, x_{2}\right)$. Formally, in terms of the sample space (see section 2.1.1), this variable is defined:

$$
Y(\omega) \stackrel{\text { def }}{=} f\left(X_{1}(\omega), X_{2}(\omega)\right)
$$

This definition leads to a cpd $\mathrm{P}\left(Y=y \mid X_{1}=x_{1}, X_{2}=x_{2}\right)$ which is a so-called degenerate distribution: its value can only be 1 or 0 . In particular, it is 1 when $y=f\left(x_{1}, x_{2}\right)$ and 0 otherwise. This necessarily follows from the definition of $Y$ :

$$
\begin{aligned}
& \mathrm{P}\left(Y=y \mid X_{1}=x_{1}, X_{2}=x_{2}\right) \\
& =\quad \text { definition of conditional probability } \\
& \frac{\mathrm{P}\left(Y=y, X_{1}=x_{1}, X_{2}=x_{2}\right)}{\mathrm{P}\left(X_{1}=x_{1}, X_{2}=x_{2}\right)} \\
& =\quad \text { definition of } \mathrm{P}(A=a) \\
& \frac{\mathbf{P}\left(\left\{\omega \mid Y(\omega)=y, X_{1}(\omega)=x_{1}, X_{2}(\omega)=x_{2}\right\}\right)}{\mathbf{P}\left(\left\{\omega \mid X_{1}(\omega)=x_{1}, X_{2}(\omega)=x_{2}\right\}\right)} \\
& =\quad \text { exhaustive case enumeration; see below } \\
& \begin{cases}\frac{\mathrm{P}\left(\left\{\omega \mid X_{1}(\omega)=x_{1}, X_{2}(\omega)=x_{2}\right\}\right)}{\mathrm{P}\left(\left\{\omega \mid X_{1}(\omega)=x_{1}, X_{2}(\omega)=x_{2}\right\}\right)} & \text { if } y=f\left(x_{1}, x_{2}\right) \\
\frac{\mathrm{P}(\{\omega \mid \text { false }\})}{\mathrm{P}\left(\left\{\omega \mid X_{1}(\omega)=x_{1}, X_{2}(\omega)=x_{2}\right\}\right)} & \text { if } y \neq f\left(x_{1}, x_{2}\right)\end{cases} \\
& =\quad \text { (second case) by axiom } \mathrm{P}(\emptyset)=0 \text { from (Prob-Space) } \\
& \begin{cases}1 & \text { if } y=f\left(x_{1}, x_{2}\right) \\
0 & \text { if } y \neq f\left(x_{1}, x_{2}\right)\end{cases}
\end{aligned}
$$

In the first case of the enumeration, the proposition $Y(\omega)=y$ follows from $X_{1}(\omega)=x_{1}$, $X_{2}(\omega)=x_{2}$, the definition of $Y$ and $y=f\left(x_{1}, x_{2}\right)$; hence, it can be left out of the set comprehension $\{\omega \mid \ldots\}$ above the fraction bar. In the second case, due to $y \neq f\left(x_{1}, x_{2}\right)$ and the definition of $Y$, the three propositions in the set comprehension can never be satisfied and are equivalent to false.

To write down this cpd succinctly, we can use the Iverson bracket[42] which is defined as follows (we use angled brackets instead of square ones to avoid confusion with our other notation):

$$
\begin{aligned}
& \langle\text { true }\rangle \stackrel{\text { def }}{=} 1 \\
& \langle\text { false }\rangle \stackrel{\text { def }}{=} 0
\end{aligned}
$$

The above cpd is then given by

$$
\mathrm{P}\left(Y=y \mid X_{1}=x_{1}, X_{2}=x_{2}\right)=\left\langle y=f\left(x_{1}, x_{2}\right)\right\rangle
$$

Moreover, by the same reasoning as above, it also holds that

$$
\mathrm{P}\left(Y=y \mid X_{1}=x_{1}, X_{2}=x_{2}, V=v\right)=\left\langle y=f\left(x_{1}, x_{2}\right)\right\rangle
$$

for any variable $V$ and value $v$; in other words, $Y$ is conditionally independent of $V$ given $X_{1}$ and $X_{2}$. Again, the caveat that $P(\ldots \mid \theta)$ is undefined if $P(\theta)=0$ applies.

In the above, we assumed an explicit definition of $Y$ in terms of the sample space; we will now show that the same effect can be obtained when $Y$ is a variable in a Bayesian network with parents $X_{1}$ and $X_{2}$ and the cpd defined above:

$$
c_{Y}\left(y, x_{1}, x_{2}\right) \stackrel{\text { def }}{=}\left\langle y=f\left(x_{1}, x_{2}\right)\right\rangle
$$

We assume that the network, besides these three variables, consists of other variables $\bar{W}$; we will use the shorthand notation for probabilistic events again, e.g. $\mathrm{P}(\bar{w})$ for $\mathrm{P}(\bar{W}=\bar{w})$.

If we use the implicit definition of the probability space from section 2.1.2, the sample space consists of all tuples of the form $\omega=\left(y, x_{1}, x_{2}, \bar{w}\right)$; also those for which $y \neq f\left(x_{1}, x_{2}\right)$. In this respect, the situation is a little bit different than before, because for these tuples $Y(\omega) \neq f\left(X_{1}(\omega), X_{2}(\omega)\right)$; however, this does not make any difference in practice because $\mathrm{P}(\{\omega\})=0$. We can see this from the joint probability over all variables:

$$
\left.\begin{array}{rl} 
& \mathrm{P}\left(y, x_{1}, x_{2}, \bar{w}\right) \\
= & \text { by (JoINT-SUBSET-BN) }{ }^{\mathrm{p} .20} \\
= & c_{Y}\left(x_{1}, x_{2}\right) c_{X_{1}}(\ldots) c_{X_{2}}(\ldots) \prod_{W \in \bar{W}} c_{W}(\ldots) \\
& \quad \text { definition of } c_{Y}
\end{array} \quad\left\langle y=f\left(x_{1}, x_{2}\right)\right\rangle_{c_{X_{1}}}(\ldots) c_{C_{2}}(\ldots) \prod_{W \in \bar{W}} c_{W}(\ldots)\right) .
$$

For the tuples in question, the first factor yields 0 . As the probability space is only 'accessed' through events defined in terms of the variables, and never directly through the members of the sample space, one is never exposed to the fact that this zero-probability-event actually consists of $\{\omega\}$ and is not $\emptyset$ like above.

It is interesting to consider the joint distribution over all variables except $Y$ :

$$
\begin{aligned}
& \mathrm{P}\left(x_{1}, x_{2}, \bar{w}\right) \\
= & \text { by (MARGINALIZE) }{ }^{\mathrm{p} .15}
\end{aligned} \sum_{y} \mathrm{P}\left(y, x_{1}, x_{2}, \bar{w}\right) .
$$



Figure 3.2: Part of a Bayesian network with deterministic variable $Y$. Its value is functionally determined (through $f$ ) by the values of $X_{1}$ and $X_{2}$.

Note the substitution of $f\left(x_{1}, x_{2}\right)$ for $y$ in the $c_{W}$ factors (the $c_{X_{i}}$ factors cannot contain $y$-that would mean that $Y$ is a parent of $X_{i}$, a cycle in the graph).

We use this to derive:

$$
\begin{aligned}
& \mathrm{P}\left(y, x_{1}, x_{2}, \bar{w}\right) \\
& =\quad \text { as above } \\
& \left\langle y=f\left(x_{1}, x_{2}\right)\right\rangle_{c_{X_{1}}}(\ldots) c_{X_{2}}(\ldots) \prod_{W \in \bar{W}} c_{W}(\ldots) \\
& =\quad \text { exhaustive case enumeration } \\
& \begin{cases}c_{X_{1}}(\ldots) c_{X_{2}}(\ldots) \prod_{W \in \bar{W}} c_{W}(\ldots)\left[f\left(x_{1}, x_{2}\right) / y\right] & \text { if } y=f\left(x_{1}, x_{2}\right) \\
0 & \text { if } y \neq f\left(x_{1}, x_{2}\right)\end{cases} \\
& =\quad \text { joint distribution over all variables except } Y \text { (derived above) } \\
& \begin{aligned}
& \begin{cases}\mathrm{P}\left(x_{1}, x_{2}, \bar{w}\right) & \text { if } y=f\left(x_{1}, x_{2}\right) \\
0 & \text { if } y \neq f\left(x_{1}, x_{2}\right)\end{cases} \\
&= \\
&\left\langle y=f\left(x_{1}, x_{2}\right)\right\rangle \mathrm{P}\left(x_{1}, x_{2}, \bar{w}\right)
\end{aligned}
\end{aligned}
$$

Dividing both ends of this equation by $\mathrm{P}\left(x_{1}, x_{2}, \bar{w}\right)$, we obtain:

$$
\mathrm{P}\left(y \mid x_{1}, x_{2}, \bar{w}\right)=\left\langle y=f\left(x_{1}, x_{2}\right)\right\rangle
$$

So, again, $Y$ is conditionally independent of the $\bar{W}$ variables given $X_{1}$ and $X_{2}$.
In a Bayesian network, variables like $Y$ are called deterministic nodes[54] or deterministic variables (although it is actually the relation between the variable and its parents that is non-probabilistic). A convention is to draw them with a double border, as in figure 3.2; we also add the name of the function.

Like we have shown above, deterministic variables lead to additional conditional independencies between the variables in a model; the graphical d-separation criterion can be extended to take this into account[28]. Deterministic variables also enable more efficient inference[58]; we show some methods for this in chapter 6.


Figure 3.3: Noisy-OR relation as a Bayesian network, where $Y$ is the 'output variable' and $X_{1}$ through $X_{n}$ are the input variables.

### 3.3 The Noisy-OR distribution

To resolve the scalability difficulties of the MSHMM-AO model, while still being able to relate an observation $A_{t}^{c}$ to an interval of state variables $X_{t-n}, \ldots, X_{t}$, we can impose a certain structure on the cpd $\mathrm{P}\left(a_{t}^{c} \mid x_{t-n}, \ldots, x_{t}\right)$ so it can be defined using a number of parameters that is linear (or constant; see the next section) w.r.t. the interval length. As we show in chapter 6, this makes inference tractable.

The particular structure we propose is a slight generalization of the NoisyOR[48]. It defines a probabilistic relation between a binary 'output' variable $Y$ (whose place is taken by $A_{t}^{c}$ in our model) and $n$ 'input' variables $X_{1}, \ldots, X_{n}$. The cpd is defined as follows:

$$
\begin{aligned}
& \mathrm{P}\left(Y=\text { false } \mid x_{1}, \ldots, x_{n}\right)=\prod_{1 \leq i \leq n} q_{i}\left(x_{i}\right) \\
& \mathrm{P}\left(Y=\text { true } \mid x_{1}, \ldots, x_{n}\right)=1-\prod_{1 \leq i \leq n} q_{i}\left(x_{i}\right)
\end{aligned}
$$

(Noisy-OR)

The reason for the name Noisy-OR is as follows. In the original formulation, the $X_{i}$ variables are also defined to be binary, and $q_{i}(f a l s e)=1$. So if all inputs are false, the output is certainly false as well, just like a conventional OR-gate. However, when an input $X_{i}$ is true, this does not mean automatically that the output is also true; it has a probability of $q_{i}($ true $)$ of being 'inhibited' by some external factor (like a noisy channel). This happens independently for each input; therefore, the probability of a false output given some true inputs is the product of the probabilities of these inputs being inhibited.

The same probabilistic relation can also be defined using a Bayesian network that contains a deterministic OR function, as shown in figure 3.3. The cpd $\mathrm{P}\left(y \mid x_{1}, \ldots, x_{n}\right)$ defined by this model is the same as (Noisy-OR) if we define $q_{i}\left(x_{i}\right)=c_{X_{i}^{\prime}}\left(f a l s e, x_{i}\right)$. An advantage of the Bayesian network definition is that it 'opens up' the cpd for standard inference optimization techniques; also, it graphically displays the probabilistic independence structure.

A question that naturally arises, then, is: can a variable with a Noisy-OR cpd
in an arbitrary Bayesian network be replaced by the sub-network in figure 3.3? We will show that the answer is affirmative. However, we first observe that:

1. Besides the Noisy-OR relation, the Bayesian network in figure 3.3 formally also contains the probability distributions $\mathrm{P}\left(X_{1}\right), \ldots, \mathrm{P}\left(X_{n}\right)$. This information is not to be copied into the larger network.
2. In the larger network, the $X_{i}$ variables may have additional parents and children (also among each other), and the $Y$ variable may have children.
3. If the sub-network is copied into the larger network, the joint probability distribution is extended with the auxiliary variables $X_{i}^{\prime}$.

Therefore, we rephrase the question as follows: In a network containing figure 3.3 as a sub-network-where the $X_{i}$ variables can have additional children and parents, the $Y$ variable can have children, but the $X_{i}^{\prime}$ variables cannot have any additional children or parents-is the joint probability over all the variables except $X_{1}^{\prime}, \ldots, X_{n}^{\prime}$ the same as when we remove these variables, connect $Y$ to $X_{1}, \ldots, X_{n}$ and replace its cpd by $\mathrm{P}\left(y \mid x_{1}, \ldots, x_{n}\right)$ ?

We answer this question by considering a more general situation-a Bayesian network with an arbitrary subset of variables $\bar{X}$ whose children are in $\bar{X} \cup\{Y\}$. In the Noisy-OR situation above, $\bar{X}$ consists of the $X_{i}^{\prime}$ variables. For reasons that will shortly become clear, we divide the rest of the variables into:

- $\bar{W}$, the parents of the variables in $\bar{X}$ that are not in $\bar{X}$ themselves
- $\bar{V}$, the ancestors of the variables in $\bar{W}$ that are not in $\bar{W}$ themselves
- $\bar{Z}$, all other variables

The situation is depicted in figure 3.4. The following holds:

$$
\begin{aligned}
& \sum_{\bar{x}} \mathrm{P}(\bar{v}, \bar{w}, \bar{x}, y, \bar{z}) \\
= & \quad \operatorname{by}(\operatorname{JoINT}-\operatorname{SuBSET}-\mathrm{BN})^{\mathrm{p} .20} \\
= & \sum_{\bar{x}}\left(\prod c_{V}(\ldots)\right)\left(\prod c_{W}(\ldots)\right)\left(\prod c_{X}(\ldots)\right) c_{Y}(\ldots)\left(\prod c_{Z}(\ldots)\right) \\
= & \text { by }\left(\sum \text { -DISTR-R) and } \left(\Sigma \text {-DISTR-L); } \bar{x} \text { variables only occur in } c_{X} \text { and } c_{Y}\right.\right. \text { factors } \\
= & \left(\prod c_{V}(\ldots)\right)\left(\prod c_{W}(\ldots)\right)\left(\sum_{\bar{x}}\left(\prod c_{X}(\ldots)\right) c_{Y}(\ldots)\right)\left(\prod c_{Z}(\ldots)\right)
\end{aligned} \quad \text { by definition of } c_{Y}^{\prime} \text { (below) }
$$

Note: to avoid clutter, we removed the subscripts in the products; $\Pi c_{V}(\ldots)$ should be read as $\prod_{V \in \bar{V}} c_{V}(\ldots)$. For the last step, we define $c_{Y}^{\prime}$ as:

$$
c_{Y}^{\prime}(y, \ldots) \stackrel{\text { def }}{=}\left(\sum_{\bar{x}}\left(\prod c_{X}(\ldots)\right) c_{Y}(\ldots)\right)
$$

where the variables on the $c_{Y}^{\prime}(y, \ldots)$ dots correspond to $\bar{W}$. Hence, the joint distribution over the non- $\bar{X}$ variables is of a Bayesian network form-assumed

(a) Bayesian network with a sub-network $\bar{X}$.

(b) Equivalent Bayesian network without $\bar{X}$.

Figure 3.4: A sub-network $\bar{X}$ whose children are in $\bar{X} \cup\{Y\}$ can be eliminated without changing the probability distribution over the other variables. The network is divided into disjoint sets $\bar{V}, \bar{W}, \bar{X},\{Y\}$ and $\bar{Z}$ (see running text). Arrows within the ellipses can be arbitrary (without cycles); other arrows can only go in the indicated directions.
that $c_{Y}^{\prime}$ is of valid cpd form, i.e. $\sum_{y} c_{Y}^{\prime}(y, \ldots)=1$. And so it is; as expected, it equals:

$$
\begin{aligned}
& \mathrm{P}(y \mid \bar{w}) \\
& =\quad \text { definition of conditional probability } \\
& \frac{\mathrm{P}(\bar{w}, y)}{\mathrm{P}(\bar{w})} \\
& =\quad \text { by }(\text { Marginalize })^{\mathrm{p} .15} \\
& \frac{\sum_{\bar{v}} \sum_{\bar{x}} \mathrm{P}(\bar{v}, \bar{w}, \bar{x}, y)}{\sum_{\bar{v}} \mathrm{P}(\bar{v}, \bar{w})} \\
& =\quad \text { by }(\text { Joint-Subset-BN })^{p .20} \\
& \frac{\sum_{\bar{v}} \sum_{\bar{x}}\left(\prod c_{V}(\ldots)\right)\left(\prod c_{W}(\ldots)\right)\left(\prod c_{X}(\ldots)\right) c_{Y}(\ldots)}{\sum_{\bar{\nu}}\left(\prod c_{V}(\ldots)\right) \prod c_{W}(\ldots)} \\
& =\quad \text { by }(\Sigma \text {-DISTR-R }) \text { and }(\Sigma \text {-DISTR-L })^{\mathrm{p} .19} \\
& \frac{\left(\sum_{\bar{v}}\left(\prod c_{V}(\ldots)\right) \prod c_{W}(\ldots)\right) \sum_{\bar{x}}\left(\prod c_{X}(\ldots)\right) c_{Y}(\ldots)}{\sum_{j}\left(\prod c_{V}(\ldots)\right) \prod c_{W}(\ldots)} \\
& = \\
& \sum_{\bar{x}}\left(\prod c_{X}(\ldots)\right) c_{Y}(\ldots) \\
& =\quad \text { by definition of } c_{Y}^{\prime} \\
& c_{Y}^{\prime}(\ldots)
\end{aligned}
$$

Therefore, the Bayesian network with the $\bar{X}$ sub-network and the $c_{Y}$ cpd is equivalent to the Bayesian network without the $\bar{X}$ variables and the $c_{Y}^{\prime} \mathrm{cpd}$. In the


$$
\begin{gathered}
\operatorname{dom}\left(A_{t}^{c}\right)=\{\mathrm{n}, \mathrm{y}\} \\
\operatorname{dom}\left(S_{t}^{c}\right)=\{\mathrm{n}, \mathrm{y}\} \\
\operatorname{dom}\left(X_{t}\right)=\{1, \ldots, L\} \\
\mathrm{P}\left(s_{t}^{c} \mid x_{t}\right) \text { equal for all } t \\
\mathrm{P}\left(x_{t} \mid x_{t-1}\right) \text { equal for all } t
\end{gathered}
$$

Figure 3.5: MSHMM-NOR with $T=8, P=4, K=2, D=3, \theta^{1}=4, \theta^{2}=3$. The MSHMMNOR is periodic with a period of $P$; all scans have a duration of $D$ but may start at different points in time for each scanner $c$. The end point for scanner $c$ within the first period of the model is denoted $\theta^{c}$. Thus, $S_{t}^{c}$ only exists if $\theta^{c}-t(\bmod P)<D$, and $A_{t}^{c}$ only exists if $\theta^{c}-t$ $(\bmod P)=0$.
next section, we replace the $A_{t}^{c}$ cpds from the MSHMM-AO model with Noisy-OR sub-networks.

### 3.4 MSHMM-NOR

In this section, we define the MSHMM-NOR (Multi-sensor HMM with NoisyOR), a model tailored for the Bluetooth localization scenario (section 2.4.3). Like the MSHMM-AO, it can model unsynchronized interval observations for multiple sensors; however, we now require that the observation frequency for each sensor is the same. We do this because it simplifies optimization (see section 6.4), but it is easy to drop this requirement if needed. Also, we allow for gaps between observation intervals. Within an interval, the probability distribution is Noisy-OR where each discrete time point has the same probability of causing an observation.

This leads to the Bayesian network shown in figure 3.5. Its parameters are:

- The total number of time slices $T$.
- A transition model $\mathrm{P}\left(x_{t} \mid x_{t-1}\right)$ and state prior $\mathrm{P}\left(x_{0}\right)$, like in the models above; each $X_{t}$ variable ranges over $L$ locations, and the transition model is equal for each $t$.
- The number of sensors $K$.
- For each sensor $c(1 \leq c \leq K)$, a sensor model $P\left(s_{t}^{c} \mid x_{t}\right)$, which is equal for each $t$. The $S_{t}^{c}$ variables are binary and take the values $\{\mathrm{n}, \mathrm{y}\}$ (which play the role of false and true in the OR function, respectively).
- The period $P$ after which the model repeats itself.
- The duration $D$ of an interval, i.e. the number of time points it includes.
- For each sensor $c$, the phase $\theta^{c}$ : the last time point of its first interval.

Besides the inference scalability, advantages of the Noisy-OR distribution in the model (with equal $\mathrm{P}\left(s_{t}^{c} \mid x_{t}^{c}\right)$ for each $t$ ) are that it is easy to learn with controlled ground truth $X_{t}$ data, and that it is easy to transform its time granularity. For example, consider how we can learn the parameter $\mathrm{P}\left(S_{t}^{c}=\mathrm{y} \mid X_{t}=x\right)$ in the location model, for a certain location $x$. This is done by keeping the mobile device at the fixed location $x$ for some time, and recording the fraction of detections $p_{c x}$ by sensor $c$. This fraction is used as the estimate of $\mathrm{P}\left(A_{t}^{c}=\mathrm{y} \mid X_{t-D+1}=\ldots=X_{t}=x\right)$. From there, we proceed as follows:

$$
\begin{aligned}
& \mathrm{P}\left(A_{t}^{c}=\mathrm{y} \mid X_{t-D+1}=\ldots=X_{t}=x\right)=p_{c x} \\
\equiv & \text { by }(\text { NoISY-OR })^{\mathrm{p}} \cdot 40
\end{aligned} \quad 1-\prod_{t-D+1 \leq i \leq t} \mathrm{P}\left(S_{i}^{c}=\mathrm{n} \mid X_{i}=x\right)=p_{c x} .
$$

Might we want to change the model's time granularity later on, no new learning is needed; the estimate $p_{c x}$ still holds, and in the above formula, the value for $D$ is simply changed.

A final remark about the MSHMM-NOR model is that it is not a dynamic Bayesian network in the formal sense of section 2.3.3; the $A_{t}^{c}$ variables have parents in $D$ time slices, and furthermore, not all time slices are identical. The first concern can be remedied by a sequential decomposition of the $D$-way OR variable into $D$ binary OR variables that only have parents in the previous and current time slices; this is explained in section 6.3.2. The second concern is inherent to sensor data models with different frequencies.

### 3.5 Complex queries as part of the Bayesian network

The inference queries considered in section 2.5 have been of a simple form: given the evidence collected by the sensors, what is the probability distribution over a variable or set of variables in the model? We can expand the query possibilities by considering functions over probabilistic variables, such as:

- Has the location remained the same within the interval $\{1,2,3\}$ ?

$$
f\left(X_{1}, X_{2}, X_{3}\right)=\left(X_{1}=X_{2}\right) \wedge\left(X_{2}=X_{3}\right)
$$

- Have person P and Q (whose locations are modeled by $X_{t}$ and $X_{t}^{\prime}$, respectively) met within interval $\{1,2,3\}$ ?
$f\left(X_{1}, X_{2}, X_{3}, X_{1}^{\prime}, X_{2}^{\prime}, X_{3}^{\prime}\right)=\left(X_{1}=X_{1}^{\prime}\right) \vee\left(X_{2}=X_{2}^{\prime}\right) \vee\left(X_{3}=X_{3}^{\prime}\right)$
- Has P or Q been in any of the locations $10-15$ within the interval $\{1,2,3\}$ ? $f\left(X_{1}, X_{2}, X_{3}, X_{1}^{\prime}, X_{2}^{\prime}, X_{3}^{\prime}\right)=\bigvee_{1 \leq t \leq 3} X_{t} \in\{10, \ldots, 15\} \vee X_{t}^{\prime} \in\{10, \ldots, 15\} ?$

These queries can be easily written as inference queries by introducing a deterministic query variable $Q$ into the network with $\langle f(\ldots)\rangle$ as its cpd, as explained in section 3.2. The answer to the query then consists of the probability distribution $\mathrm{P}(q \mid \ldots)$ over this query variable. Thus, complex queries are reduced to simple queries by adding a variable to the model (see also [48]). Therefore, in the next chapters, we only consider simple inference queries.

## Chapter 4

## Local collection of transition frequencies

In the previous chapters, we have investigated how Bayesian networks provide modularity with regard to different (groups of) variables within a probabilistic model. In this chapter, we look at a different kind of modularity, namely within a (sparse) transition model $\mathrm{P}\left(x_{t} \mid x_{t-1}\right)$. This is motivated by the way the localization model scales up: not only the number of sensors, but also the number of locations grows (see figure 2.5). As we pointed out in section 2.6, the cpd $\mathrm{P}\left(x_{t} \mid x_{t-1}\right)$ can be constructed from frequencies; in this case, transition frequencies. We investigate whether this can be done in a local fashion.

Specifically, the locality assumption is that different clusters of states are observed by different sensors; for localization scenarios, this is very natural. Note: contrary to the scenario used before, in this chapter we assume these states are directly observed (i.e. with certainty) so that accurate statistics can be obtained. On these clusters, we investigate how to apply the 'divide-and-conquer' principle: collecting local statistics for each cluster and aggregating these into global statistics. Advantages of this approach could consist of reducing inter-cluster communication, allowing for identity changes of observed objects, and enabling non-synchronized statistics collection-we detail these examples below.

An example state space is shown in figure 4.1. We assume it is discrete, and partitioned into clusters $C_{1}, C_{2}$ and $C_{3}$. Possible transitions are shown using arrows; the goal is to collect a transition count for each arrow. If we collect these counts for one cluster, we correctly distinguish all transitions within the cluster, but we cannot correctly distinguish all transitions entering or leaving the cluster; two transitions from different external states to the same internal state are counted as the same transition, and the same goes for transitions to different external states. The reason for this is that from the perspective of this cluster, there is only one large external state, namely 'out of local sensor reach'. Thus, when collecting only


Figure 4.1: A discrete state space, partitioned into three clusters. Arrows represent the possible transitions between states.


Figure 4.2: A 2D area as a discrete state space for a moving object's location. The states ( $\mathrm{a}, \mathrm{b}, \ldots$ ) are called granules. Again, the state space is partitioned into clusters ( $C_{1}, C_{2}, \ldots$ ). Transitions (not shown) are possible between adjacent granules. Self-transitions are also possible.
per-cluster statistics, we lose some information. Our research question is then: to what extent can we recover this information when combining local statistics into global statistics?

The rest of the chapter is structured as follows. In section 4.1, we give a more concrete illustration and motivation of the problem. Next, we formalize the problem statement in terms of transition counts and frequencies (section 4.2). We also briefly describe the application of our approach to the transition probabilities in a Markov model. In section 4.3, we solve the linear equations using an alternative representation of the inter-cluster transition graph. Section 4.4 describes the experiment and its results, and section 4.5 presents conclusions, related work and possible extensions.

### 4.1 Illustration

To illustrate the situation in a somewhat more concrete way, we will hereafter consider the state space to be the location of a moving object in a two-dimensional area. This area is split up into discrete granules, with clusters formed by adjacent granules; an example is shown in figure 4.2. Each granule is observed by one sensor that detects whether the object is present or not, e.g. a camera, infrared sensor or fixed Bluetooth transceiver (detecting mobile Bluetooth devices). Sensors are battery-powered and communicate wirelessly with their neighbors, forming a multi-hop network. At the center of each cluster, a hub collects the transition statistics every once in a while. Using a wired network, it sends them to a central point, where they can be combined.

We assume that acquiring transition counts in a strict per-cluster way (local counts) has advantages. We briefly explore three example scenarios with different advantages:

- Avoid communication over cluster borders. Note that each sensor only observes presence. Transitions are not observed explicitly, but have to be deduced by comparing logs from two adjacent sensors, after which they can be aggregated into transition counts. Due to high communication costs, it is important to do the aggregation from logs into counts close to the source sensors.
If we were to collect global counts, this can mean two things: either the border sensors of the different clusters have to communicate with each other to compare logs, or they have to send their logs to their respective hubs, so that they can be compared using the wired network. The former option entails communication between clusters. This could cause technical/organizational difficulties due to incompatible communication standards between clusters; but even if there are none, it is (possibly costly) communication that can be avoided using our approach. The latter option means a lot of additional communication from border nodes to hub.
Alternatively, our approach of collecting local counts means that one registers at the border when the object disappears or appears in this cluster (by comparison of the logs of the border sensors and their neighbors within the cluster); it is represented as a transition to or from the local 'out-of-reach' state, aggregated into the count, and sent to the hub at low cost. Afterward, the data from all hubs can be combined (at low cost) using the wired network, in order to deduce the counts of the border transitions using the technique we present in the following sections.
- Allow for identity changes of objects when crossing cluster borders. There can also be a more fundamental reason for not being able to distinguish inter-cluster transitions: objects might have a different identity in different clusters. The reasons for this can be technical (one cluster uses Bluetooth sensors, while the other uses cameras) or privacy-related (all clusters use Bluetooth, but the users of the mobile Bluetooth devices adopt a different identity in each cluster to remain anonymous). In both cases, it is not possible to collect global statistics of one specific object, but a goal can be to collect statistics of the "average object". Even then, we cannot directly infer transition counts by comparing logs from C and d (figure 4.2): the objects appearing in d at time $t$ might not be the objects leaving from c at $t-1$; they could also have come from a. Note that we assume, in this case, that there are always multiple moving objects in the area (which is in fact a prerequisite for attaining this kind of anonymity).
- Allow non-synchronized collection of transition statistics. Collecting statistics locally can also be an an advantage on its own. Consider the case when we
are interested in long-term statistics, and we have already collected these for a certain observed area. Later, we extend the observed area by placing sensors in a neighboring area. Using our approach, we can simply collect the statistics for the new sensors and combine them with the existing statistics.

As we mentioned above, collecting local transition counts also has a disadvantage: the transitions that cross cluster borders cannot be counted directly. Instead, we only obtain an aggregate at both sides of the border. For example, in figure 4.2, consider the number of the transitions from c to d , written $\#(\mathrm{c}, \mathrm{d})$. In cluster $\mathrm{C}_{1}$, these transitions are observed as exit transitions (c, away ${ }_{1}$ ), and in cluster $C_{2}$ as entrance transitions ( $\mathrm{away}_{2}, \mathrm{~d}$ ). However, we can use \#(c, away ${ }_{1}$ ) and \#(away ${ }_{2}$, d) to deduce \#(c,d). From the arrangement of the granules it follows that:

$$
\begin{aligned}
& \#\left(\mathrm{c}, \mathrm{away}_{1}\right)=\#(\mathrm{c}, \mathrm{~d})+\#(\mathrm{c}, \mathrm{e}) \\
& \#\left(\mathrm{away}_{2}, \mathrm{~d}\right)=\#(\mathrm{c}, \mathrm{~d})+\#(\mathrm{a}, \mathrm{~d})+\#(\mathrm{~b}, \mathrm{~d})
\end{aligned}
$$

Together with the other transition counts, this forms a system of linear equations, whose solution space is confined because transition counts are required to be positive. Under certain conditions, the solutions lie so close together that a good approximation of \#(c,d) is possible.

These conditions are mainly dependent on the form of the graph of bordercrossing transitions, which we term the inter-cluster transition graph. In previous work[23], we have shown that there can even be one exact solution, but this poses quite restrictive conditions on this graph. In this chapter, by considering confined solution spaces, we broaden these conditions.

The technical contributions of this chapter are:

- An analysis of the solution space, relating it to the form of the inter-cluster transition graph.
- An efficient algorithm to determine the solution space.
- An experiment investigating the accuracy of an arbitrary solution from the solution space, given several cluster arrangements similar to figure 4.2.


### 4.2 Traces, counts, frequencies and probabilities

In this section, we formalize the problem statement. As transition statistics we will first use transition counts, leading to a first version of the problem statement. Then we generalize the problem statement using transition frequencies, and also briefly outline an approach with transition probabilities.

We assume that the structure of the state space, consisting of the possible states and transitions, is known. This structure is expressed as a finite directed graph $G^{\rightarrow}=\left(V^{\rightarrow}, E^{\rightarrow}\right)$, of which the vertices $V^{\rightarrow}$ correspond to states and the edges $E^{\rightarrow} \subseteq V^{\rightarrow} \times V^{\rightarrow}$ to transitions. We call this graph the global transition graph.

Furthermore, the states are partitioned in $n$ local clusters by a partition function $p: V^{\rightarrow} \rightarrow\{1, \ldots, n\}$. In cluster $i(1 \leq i \leq n)$, a local state $v$ with $p(v)=i$ can be observed as such, while the other states are all 'out of local sensor reach', and together form one state away ${ }_{i}$. We express this using an observation function $o_{i}$ :

$$
o_{i}(v) \stackrel{\text { def }}{=} \begin{cases}v & \text { if } p(v)=i \\ \text { away }_{i} & \text { if } p(v) \neq i\end{cases}
$$

This induces a local transition graph $C_{i}=\left(V_{i}, E_{i}\right)$ for cluster $i$. Its vertices $V_{i}$ are those states that $o_{i}$ maps to, and its edges are derived from the global transitions by mapping their source and target state into their local observations. Formally:

$$
\begin{aligned}
& V_{i}^{\vec{~}}=\left\{o_{i}(v) \mid v \in V^{\rightarrow}\right\} \\
& E_{i}^{\vec{~}}=\left\{\left(o_{i}(v), o_{i}(w)\right) \mid(v, w) \in E^{\rightarrow}\right\}
\end{aligned}
$$

An example is shown in figure 4.3 for a small part of the location state space in figure 4.2. The three local transition graphs in figure 4.3a are obtained from the global transition graph in figure 4.3b using partition function $p(\mathrm{a})=p(\mathrm{c})=1$, $p(\mathrm{~d})=p(\mathrm{e})=2, p(\mathrm{~b})=3$. The colors serve as a visual aid for this partition function.

A trace $T$ is a sequence of consecutive states, where $T(\tau) \in V$ represents the state at time $\tau$. A trace is consistent with the possible transitions, i.e. if $T(\tau)=s$ and $T(\tau+1)=t$ then $(s, t) \in E^{\rightarrow}$. Our main assumption is that it is impossible to directly obtain a global trace of the system; however it is possible to obtain local traces. A local trace is a sequence of local observations of consecutive (global) states. The local trace observed in cluster $i$, derived from an unobservable global trace $T$, is written $o_{i}[T]$. It is defined by applying $o_{i}$ pointwise to each state in $T$ :

$$
o_{i}[T](\tau) \stackrel{\text { def }}{=} o_{i}(T(\tau))
$$

Local trace $o_{i}[T]$ contains states in $V_{i}$ and is consistent with the transitions in $E_{i}$.
If local traces $o_{i}[T]$ were available for all $i$, it would be trivial to reconstruct $T$ (and derive global transition counts or probabilities from it). Our assumption is that, instead of local traces, only their corresponding transition counts are available. Formally, a transition count $\#_{T}(s, t)$ is the number of times that the transition $(s, t)$ occurs in trace $T$ (i.e. the number of distinct times $\tau$ for which $T(\tau)=s \wedge T(\tau+1)=t)$.

Thus, we arrive at a first formulation of the problem statement, in terms of transition counts:

Assume we have, for each cluster $i$, a count $\#_{o_{i}[T]}(s, t)$ of all local transitions $(s, t) \in E_{i}^{\rightarrow}$. All counts are derived from the same (unobservable) trace $T$. Is it possible to deduce or approximate $\#_{T}(s, t)$ for all global transitions $(s, t) \in E^{\rightarrow}$ ?

Note that, in this formulation, all transition counts should be acquired over the same period. We can generalize the problem to a broader setting in which this
is not required. For this we need to make two extra assumptions, namely that the "average behavior" of the process does not change, and that the observed traces are long enough to exhibit this average behavior. Formally, in terms of Markov models, the first assumption is that the process is homogeneous (not time dependent) and ergodic (keeps returning to all states). The second assumption means that the ratios of observed transition counts (see below) approximate the model's probabilities.

When these assumptions are satisfied, the local observations can originate from different global traces, that is, they can be performed at different times (cf. the example allow non-synchronized collection in the introduction). The length of these traces may also vary; in order to compare transition counts regardless, we normalize them w.r.t. the trace length. These normalized counts are termed transition frequencies and are defined:

$$
F_{T}(s, t) \stackrel{\text { def }}{=} \frac{\#_{T}(s, t)}{\sum_{x, y} \#_{T}(x, y)}
$$

From now on, our formulation of the problem will be in terms of these more general transition frequencies:

Assume we have, for each cluster $i$, a frequency $F_{o_{i}\left[T_{i}\right]}(s, t)$ of all local transitions $(s, t) \in E_{i}$. These frequencies may now originate from different (unobservable) traces $T_{i}$, but the observed process should be homogeneous and ergodic, and the traces should be sufficiently long (see above). Is it possible to deduce or approximate $F_{T}(s, t)$ (with $T$ an arbitrary, sufficiently long trace) for all global transitions $(s, t) \in E^{\rightarrow}$ ?

The solution method presented in section 4.3 also applies to the first problem statement, which is more restrictive in that only simultaneous observations can be combined, but more permissive w.r.t. the nature of the process and the length of the observations.

An illustration of the problem statement is shown in figure 4.3. We know the frequencies on the local transition graphs, and the goal is to find the frequencies on the global transition graph. Some of them can be directly copied, namely those between states of the same cluster. For the others, which we term inter-cluster frequencies, the structure of the global transition graph defines a system of linear equations. For example, the relevant equations for the ( $c, d$ ) transition are:

$$
\begin{aligned}
& F_{o_{1}\left[T_{1}\right]}\left(\mathrm{c}, \mathrm{away}_{1}\right)=F_{T}(\mathrm{c}, \mathrm{~d})+F_{T}(\mathrm{c}, \mathrm{e}) \\
& F_{o_{2}\left[T_{2}\right]}\left(\text { away }_{2}, \mathrm{~d}\right)=F_{T}(\mathrm{c}, \mathrm{~d})+F_{T}(\mathrm{a}, \mathrm{~d})+F_{T}(\mathrm{~b}, \mathrm{~d})
\end{aligned}
$$

In the next section, we will show how to solve the system of equations.
Closely related to transition counts and frequencies are the transition probabilities that form the parameters of a first-order Markov model. When we make the

(a) For each of the three colored clusters $\left(C_{1}, C_{2}, C_{3}\right)$, we know the frequencies (not shown) on the edges of the local transition graph.

(b) We know the structure of the global transition graph, and want to obtain the frequencies on the edges. Intra-cluster frequencies like $F(c, a)$ can be directly copied; inter-cluster frequencies like $F(\mathrm{c}, \mathrm{d})$ cannot.

Figure 4.3: Problem statement.
assumption that the observed process can be described by such a model, the observed transition counts or frequencies provide the maximum likelihood estimate of these parameters:

$$
\mathrm{P}\left(X_{\tau+1}=t \mid X_{\tau}=s\right)=\frac{\#(s, t)}{\sum_{y} \#(s, y)}=\frac{F(s, t)}{\sum_{y} F(s, y)}
$$

The basic use case for applying our technique with regard to Markov models is as follows. We observe local transition frequencies in the clusters, use these to derive the global transition frequencies, and use the latter to determine the parameters of a global Markov model (using the above formula). In other words, the problem is in terms of frequencies, and its solution is only translated to probabilities afterward.

However, it is also possible that, instead of starting with local transition frequencies, we want to start with local Markov models on the cluster state spaces $C_{i}$. For example, the parameters of these Markov models could have been estimated from noisy observations using expectation maximization (a hidden Markov model setting). Under certain restrictions, it is possible to:

1. transform these local Markov models into local frequencies of long-term average behavior;
2. then, use our technique to combine them into global frequencies of longterm average behavior;
3. finally, use the above formula to calculate the maximum likelihood estimate for the global Markov model.

To perform step 1, we can use the formula

$$
F(s, t)=\pi_{C_{i}}(s) \mathrm{P}\left(X_{\tau+1}=t \mid X_{\tau}=s\right)
$$

In this formula, a crucial role is played by the stationary distribution $\pi_{C_{i}}$, which can be derived from the collective probabilities in the local Markov model on $C_{i}$. For a further discussion on this transformation and its applicability, we refer to our previous work[23].

### 4.3 Solving a flow with known vertex values

In the previous section, we formulated the problem of finding global transition frequencies. In this section, we analyze this problem using a combination of linear algebra and graph theory. The frequencies form a flow on the global transition graph; we are looking for the unknown values of this flow, which are constrained by known sums.

We show how solution space of the corresponding system of linear equations is found by considering the structure of the inter-cluster transition graph. After this, we take the requirement into account that all frequencies should be positive, and show how it confines the solutions.

### 4.3.1 Problem definition

Given a directed graph $G^{\rightarrow}=\left(V^{\rightarrow}, E^{\rightarrow}\right)$, a flow is a function $f^{\rightarrow}: E^{\rightarrow} \rightarrow \mathbb{R}$ assigning a value to each edge. A given flow $f \rightarrow$ establishes, for each vertex $v \in V^{\rightarrow}$, its inflow $f^{-}(v)$ and outflow $f^{+}(v)$ :

$$
\begin{aligned}
& f^{-}(v)=\sum_{u \mid(u, v) \in E^{\rightarrow}} f^{\rightarrow}(u, v) \\
& f^{+}(v)=\sum_{w \mid(v, v) \in E^{\rightarrow}} f^{\rightarrow}(v, w)
\end{aligned}
$$

(IN-OUT-FLOW)

Our problem statement is described by exactly this system of equations, but with the values of $f \rightarrow$ as unknown variables, and a known inflow and outflow for each vertex.

In principle, the global transition graph from the problem statement in section 4.2 corresponds to the $G \rightarrow$ graph of this system. This means that all frequencies are variables in the system. However, we already know a lot of these frequencies, namely those of transitions within a cluster. For convenience, we will disregard these in our further analysis of the problem; we remove the corresponding variables from the system. For graph $G \rightarrow$, this means that, for every transition $(s, t)$ within partition $i($ so $p(s)=p(t)=i)$ :


Figure 4.4: Three representations of the inter-cluster transition graph. The transition from $c$ to $d$ is highlighted everywhere.

- we leave its edge out of the graph altogether. Vertices in which no transition starts or ends anymore are also removed.
- we subtract its known frequency $F_{o_{i}\left[T_{i}\right]}(s, t)$ from $f^{+}(s)$ and $f^{-}(t)$.

After doing this, the remaining graph $G^{\rightarrow}=\left(V^{\rightarrow}, E^{\rightarrow}\right)$ consists only of intercluster transitions $E^{\rightarrow}$ and the corresponding vertices $V^{\rightarrow}$ (border granules)-see figure 4.4a. For a vertex $v$ in cluster $i$, the corresponding frequencies sum up to

$$
\begin{aligned}
& f^{-}(v)=F_{o_{i}\left[T_{i}\right]}\left(\text { away }_{i}, v\right) \\
& f^{+}(v)=F_{o_{i}\left[T_{i}\right]}\left(v, \text { away }_{i}\right)
\end{aligned}
$$

We term the graph that is left over the inter-cluster transition graph. The problem statement can then be summarized as follows: given inter-cluster transition graph $G \rightarrow$ and the above values of $f^{+}$and $f^{-}$, we are looking for solutions $f^{\rightarrow}$ that satisfy (in-out-flow). Essentially, this amounts to solving a system of linear equations in which all coefficients are 1 or 0 . Each edge corresponds to a variable, and each vertex contributes the two equations that constitute (IN-OUT-FLOW).

However, to analyze the system using graph-theoretic concepts, it is more convenient to have a one-to-one correspondence between vertices and equations. With this goal in mind, we introduce a different representation of the graph $G \rightarrow$ and the corresponding equations. We term this representation the uncoiled system. ${ }^{1}$

[^3]Definition 1. Given the directed graph $G^{\rightarrow}=\left(V^{\rightarrow}, E^{\rightarrow}\right)$ with $n$ vertices labeled $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$, we define its uncoiled graph $G=(V, E)$. This graph $G$ is a bipartite undirected graph with partitions $V=V^{+}+V^{-}$, where $V^{+}=\left\{v_{1}^{+}, v_{2}^{+}, \ldots, v_{n}^{+}\right\}$and $V^{-}=\left\{v_{1}^{-}, v_{2}^{-}, \ldots, v_{n}^{-}\right\}$. Each vertex $v_{i}$ from the original graph is represented twice in $V$ : as a source $v_{i}^{+}$and as a target $v_{i}^{-}$. The edge set $E$ contains an undirected edge $\left\{v_{i}^{+}, v_{j}^{-}\right\}$iff $E^{\rightarrow}$ contains a directed edge ( $v_{i}, v_{j}$ ).

For an example, see figure 4.4b. A flow $f \rightarrow$ on the edges of the directed graph is represented by a flow $f$ on the corresponding edges of $G$ : $f\left\{v_{i}^{+}, v_{j}^{-}\right\}=f^{\rightarrow}\left(v_{i}, v_{j}\right)$. Again, this flow is assumed to be unknown, while the values of certain sums are known. In the original directed system, these values were represented by two different functions $f^{+}$and $f^{-}$on each vertex; in the uncoiled system this role is played by one function $f^{ \pm}: V \rightarrow \mathbb{R}$ on the two different types of vertex. The two representations are related as follows:

$$
\begin{aligned}
& f^{ \pm}\left(v_{i}^{+}\right)=f^{+}\left(v_{i}\right) \\
& f^{ \pm}\left(v_{i}^{-}\right)=f^{-}\left(v_{i}\right)
\end{aligned}
$$

The problem statement can now be formulated in terms of the uncoiled system: given the uncoiled representation $G$ of inter-cluster graph $G \rightarrow$, and the vertex sums $f^{ \pm}$above, find a flow $f: E \rightarrow \mathbb{R}$ that satisfies, for all $v$,

$$
f^{ \pm}(v)=\sum_{w \mid\{v, w\} \in E} f\{v, w\}
$$

(VERTEX-FLOW)

As in the above equation we will hereafter often refer to the vertices in $V$ regardless of whether they are in partition $V^{+}$or $V^{-}$. In these cases we also use the variable $v_{i}$, imposing a certain ordering: $V=\left\{v_{1}, v_{2}, \ldots, v_{2 n}\right\}$. Likewise, we order the edges as $\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$; we keep the convention that $|V|=2 n$ and $|E|=m$.

With such orderings in place, the uncoiled system can easily be written in the matrix-vector form conventional in linear algebra. The matrix of coefficients corresponds to G's incidence matrix $\mathbf{N}$ (figure 4.4c):

$$
\mathbf{N}_{i j} \stackrel{\text { def }}{=} \begin{cases}1 & \text { if } v_{i} \in e_{j} \\ 0 & \text { if } v_{i} \notin e_{j}\end{cases}
$$

Using the same orderings, the functions $f^{ \pm}$and $f$ are represented as vectors:

$$
\begin{aligned}
\mathbf{f}^{ \pm} & \stackrel{\text { def }}{=}\left(f^{ \pm}\left(v_{1}\right), f^{ \pm}\left(v_{2}\right), \ldots, f^{ \pm}\left(v_{2 n}\right)\right)^{\top} \\
\mathbf{f} & \stackrel{\text { def }}{=}\left(f\left(e_{1}\right), f\left(e_{2}\right), \ldots, f\left(e_{m}\right)\right)^{\top}
\end{aligned}
$$

The matrix-vector formulation of our problem statement is then as follows: given $\mathbf{N}$ and $\mathbf{f}^{ \pm}$, find a solution $\mathbf{f}$ of the system

$$
\mathbf{N f}=\mathbf{f}^{ \pm}
$$

In principle, this system can be solved using basic textbook techniques such as Gauss-Jordan elimination. Instead, we exploit the special structure of $\mathbf{N}$-the equations are partitioned into two sets, and each variable participates in exactly one equation of each set-and solve parts using graph theory. This approach provides us with:

- insight in the structure of the solution space: its existence and dimensions are related to components and cycles in the uncoiled representation of the inter-cluster transition graph;
- an efficient method of solving the system.


### 4.3.2 Solution

A basic result in linear algebra is that every solution $\mathbf{f}$ of $\mathbf{N f}=\mathbf{f}^{ \pm}$can be written in the form $\mathbf{f}=\mathbf{p}+\mathbf{k}$ where $\mathbf{p}$ is any fixed particular solution of the system, and $\mathbf{k}$ is a solution of $\mathbf{N k}=\mathbf{0}$. All possible solutions of this last equation define $\mathbf{N}$ 's null space or kernel:

$$
\operatorname{Ker} \mathbf{N} \stackrel{\text { def }}{=}\{\mathbf{k} \mid \mathbf{N k}=\mathbf{0}\}
$$

Conversely, all vectors $\mathbf{f}$ that can be written as $\mathbf{f}=\mathbf{p}+\mathbf{k}$ are solutions. Hence, to specify all the solutions of the system, it is enough to give one particular solution $\mathbf{p}$ and a specification of $\operatorname{Ker} \mathbf{N}$. This specification has the form of a basis, a minimal set of vectors of which every $\mathbf{k}$ is a linear combination.

We show that both can be found by considering an arbitrary spanning tree of $G$ :

- A particular solution can be found by solving the system with only the edges of the tree, and assigning $f(e)=0$ for each left-out edge $e$.
- The basis vectors correspond to the fundamental cycles w.r.t. this tree: cycles that are obtained by putting one of the left-out edges back in.

To find G's spanning tree $S$ (or more accurately, as $G$ might have multiple components, its spanning forest $S$ ) and simultaneously construct a particular solution $\mathbf{p}$, we present Algorithm 1. It does a depth-first traversal of the components of $G$; on the way back along an edge, it fills in the corresponding element of $\mathbf{p}$. For edges that would create a cycle, it fills in 0 . An example is shown in figure 4.5.

Note that the algorithm constructs a function (a flow). Again, we represent it as a vector using the edge ordering: $\mathbf{p} \stackrel{\text { def }}{=}\left(p\left(e_{1}\right), p\left(e_{2}\right), \ldots, p\left(e_{m}\right)\right)$. Furthermore, we assume hereafter, without loss of generality, that the left-out edges $E-S$ are last in this ordering. Each left-out edge yields one of G's fundamental cycles w.r.t. S:

```
Input: bipartite graph \(G=(V, E)\) and vertex summations \(f^{ \pm}: V \rightarrow \mathbb{R}\)
Output: solution \(p\) that matches the summations as in (vertex-flow), and
        spanning tree \(S\)
\(p \leftarrow\) the empty (partial) function on \(E \rightarrow \mathbb{R}\)
\(S \leftarrow \emptyset\)
visited \(\leftarrow \emptyset\)
while visited \(\neq V\) do
    root \(\leftarrow\) an arbitrary element of ( \(V\) - visited)
    SolveSubtree (root, \(\emptyset\) )
    if \(f^{ \pm}(\)root \() \neq \sum_{v} f\{r o o t, v\}\) then error 'no solution exists'
end
procedure SolveSubtree(root,maybeparent)
    // maybeparent records the node we came from, to prevent going back
    if root \(\in\) visited then
        // cycle detected
        \(p(\) maybeparent \(\cup\{\) root \(\}) \leftarrow 0\)
    else
        visited \(\leftarrow\) visited \(\cup\{\) root \(\}\)
        foreach \(v \in(V-\) maybeparent \()\) such that \(\{\) root, \(v\} \in E\) do
            SolveSubtree ( \(v,\{\) root \(\}\) )
        end
        if maybeparent \(\neq \emptyset\) then
            \(S \leftarrow S \cup\{\) maybeparent \(\cup\{\) root \(\}\}\)
            \(p(\) maybeparent \(\cup\{\) root \(\}) \leftarrow f^{ \pm}(\)root \()-\sum_{v} f\{\) root,\(v\}\)
        end
    end
end
```

Algorithm 1: A depth-first traversal of each component of the graph, recording a particular solution in $p$ and constructing a spanning tree $S$.

Definition 2. Let $G$ be a graph with $m$ edges $\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$, of which the first $s$ edges $\left\{e_{1}, e_{2}, \ldots, e_{s}\right\}$ form a spanning tree $S$. For each $q$ with $s<q \leq m$, the fundamental cycle $\mathbf{f}_{q}$ contains $e_{q}$ and the edges in $S$ that form a cycle with it. Instead of identifying $\mathbf{f}_{q}$ with this set of edges, we define it to be a vector of length $m$ with alternating 1 and -1 on the positions corresponding to these edges:

$$
\begin{array}{lll}
\mathbf{f}_{q}(q) \stackrel{\text { def }}{=} & 1 & \\
\mathbf{f}_{q}(i) \stackrel{\text { def }}{=} & 1, & \text { for } e_{i} \text { on the cycle at an even distance of } e_{q} \\
\mathbf{f}_{q}(j) \stackrel{\text { def }}{=} & -1, & \text { for } e_{j} \text { on the cycle at an odd distance of } e_{q} \\
\mathbf{f}_{q}(k) \stackrel{\text { def }}{=} & 0, & \text { for } e_{k} \text { not on the cycle }
\end{array}
$$


(a) Partial solution after the traversal of some one-node subtrees. These nodes connect only to one edge, so the value on this edge should equal the node value.

(b) Now, there is only one empty edge left for the 7 node, so we can deduce its value:
$7-5=2$.

(c) Likewise, we continue up the tree. After having filled in the last edge, we check whether the sum in the root node $(=3)$ is correct. It is, so we have found a solution.

Figure 4.5: Finding a particular solution. The goal is to find $p$ values at the edges that sum up to the given $f^{ \pm}$values in the nodes. This is done by a traversal of a spanning tree, here rooted in the topmost node. After traversal of each subtree, the value of the connecting edge can be deduced. Edges not in the tree (dashed) are given the value 0 .

(a) Particular solution.

(b) Fundamental cycle 1.

(c) Fundamental cycle 2.

Figure 4.6: Each fundamental cycle leads to solutions of $\mathbf{N f}=\mathbf{0}$. By adding them to the particular solution of the original system $\mathbf{N f}=\mathbf{f}^{ \pm}$, we find other solutions of that system. For example, the edges of the top-left node get the values $3+\alpha_{1}-\alpha_{2}$ and $1-\alpha_{1}+\alpha_{2}$, respectively. Together, these still add up to 4 .

See also the examples in figure 4.6 , where $f_{q}$ has been multiplied by $\alpha_{1}$ and $\alpha_{2}$, respectively. Note that it makes sense to speak about even and odd distances because the cycles in our graph are always of even length (because the graph is bipartite). Vector $\mathbf{f}_{q}$ forms a solution of $\mathbf{N f}=\mathbf{0}$, because in the vertex sums $f^{ \pm}$, every vertex on the cycle has two terms that cancel each other out; all the other terms, also for the other vertices, are zero.

So far, we have made it plausible that Algorithm 1 provides us with a $\mathbf{p}$ for
which $\mathbf{N p}=\mathbf{f}^{ \pm}$, and vectors $\mathbf{f}_{q}$ for which $\mathbf{N} \mathbf{f}_{q}=\mathbf{0}$. When we construct a $m \times(m-s)$ matrix $\mathbf{B} \stackrel{\text { def }}{=}\left[\mathbf{f}_{s+1}, \ldots, \mathbf{f}_{m}\right]$ containing the fundamental cycles, we get a succinct characterization of the solutions to (VECTOR-FLOw) found until now:

$$
\left\{\mathbf{p}+\mathbf{B} \alpha \mid \alpha \in \mathbb{R}^{m-s}\right\}
$$

In the remainder of this section, we will give proof sketches that

- if a solution exists, Algorithm 1 will find one (we also provide the conditions for existence);
- the fundamental cycles $\mathbf{f}_{q}$ form a basis of $\operatorname{Ker} \mathbf{N}$;
so the solutions described above are indeed all the solutions.
Theorem 1. If $\mathbf{N f}=\mathbf{f}^{ \pm}$has a solution, it also has one that is zero on all edges $E-S$.
Proof. Suppose $\mathbf{f}=\left(\mathbf{f}_{S} ; \mathbf{f}_{L}\right)$ is a solution with values $\mathbf{f}_{S}$ for edges $S$ and $\mathbf{f}_{L}$ for $E-S$. We construct a vector $\mathbf{z}$ that is zero on $e_{s+1}, \ldots, e_{m}: \mathbf{z} \stackrel{\text { def }}{=} \mathbf{f}-\mathbf{B f}_{L}$. Then $\mathbf{N z}=\mathbf{N f}-\mathbf{N B f}_{L}=\mathbf{f}^{ \pm}-\mathbf{0}=\mathbf{f}^{ \pm}$.

Hereby, we justify the fact that Algorithm 1 sets the solution for the $E-S$ edges to 0 ; this does not prevent it from finding a solution. In other words, solving (vertex-flow) for graph $G$ reduces to solving (vertex-flow) for its spanning forest $S$.

Definition 3. A component $C=\left(V_{C}, E_{C}\right)$ is a subgraph of $G$, where $V_{C} \subseteq V$ is a maximal set of transitively connected vertices, and $E_{C}=\left\{\{v, w\} \in E \mid v, w \in V_{C}\right\}$ the corresponding edges. In other words, a component consists of all the vertices and edges reachable from a certain vertex. We also define $V_{C}^{+}$and $V_{C}^{-}$, the classes of the bipartition within $C$ :

$$
\begin{array}{lll}
V_{C}^{+} & \stackrel{\text { def }}{=} & V_{C} \cap V^{+} \\
V_{C}^{-} & \stackrel{\text { def }}{=} & V_{C} \cap V^{-}
\end{array}
$$

Theorem 2. A system ( $G, f^{ \pm}$) with $G$ a bipartite graph has a solution for (VErtex-flow) iff for each component $C$ of $G$ the following equation holds:

$$
\sum_{v \in V_{C}^{+}} f^{ \pm}(v)=\sum_{v \in V_{C}^{-}} f^{ \pm}(v)
$$

If this is the case, Algorithm 1 will find a solution $p$ (which is the unique solution on spanning forest S); if not, Algorithm 1 will halt with an error.

Proof (sketch). We already saw that the problem reduces to solving (vertex-flow) on spanning forest $S$. For each component $C$ of $S$ (which has the same vertices as the corresponding component of $G$ ), we can prove by induction on subtrees that it finds the unique values of $p$ that satisfy the $f^{ \pm}$equations for all $v \in V_{C}$ except the root vertex. When we group together all vertices $v$ with the same distance $\mathrm{d}(v)=n$ to the root vertex, these take the form (for $n>0$ ):

$$
\sum_{\mathrm{d}(v)=n} f^{ \pm}(v)=\sum_{\substack{\mathrm{d}(u)=n-1 \\
\mathrm{~d}(v)=n}} p\{u, v\}+\sum_{\begin{array}{c}
\mathrm{d}(v)=n \\
\mathrm{~d}(w)=n+1
\end{array}} p\{v, w\} .
$$

If we subtract the equations for even $d(v)$ from those for odd $d(v)$, we get:

$$
\sum_{\mathrm{d}(v) \text { odd }} f^{ \pm}(v)-\sum_{\mathrm{d}(v)>0 \text { and even }} f^{ \pm}(v)=\sum_{\substack{\mathrm{d}(u)=0 \\ \mathrm{~d}(v)=1}} p\{u, v\} .
$$

Now, iff the $f^{ \pm}$equation also holds for the root vertex $(\mathrm{d}(v)=0), \sum f^{ \pm}(v)$ is the same for odd and even $\mathrm{d}(v)$, and since the $V_{C}^{+}$and $V_{C}^{-}$vertices appear at alternating distances, for $v \in V_{C}^{+}$and $v \in V_{C}^{-}$.
Theorem 3. Let $G$ be a bipartite graph with incidence matrix $\mathbf{N}$, and a matrix of fundamental cycles $\mathbf{B}$ (w.r.t. spanning forest S). Then each $\mathbf{k} \in \operatorname{Ker} \mathbf{N}$ can be written as B $\alpha$ for a certain $\alpha$.

Proof. Suppose $\mathbf{k}=\left(\mathbf{k}_{S} ; \mathbf{k}_{L}\right)$ with values $\mathbf{k}_{S}$ for edges $S$ and $\mathbf{k}_{L}$ for $E-S$. Again, we construct $\mathbf{z} \stackrel{\text { def }}{=} \mathbf{k}-\mathbf{B k}_{L}$, whose elements for edges not in $S$ are zero, and for which $\mathbf{N z}=\mathbf{0}$. By Theorem 2, the solution $\mathbf{z}$ for this system is unique; so it must be the $\operatorname{trivial} \mathbf{z}=\mathbf{0}$. Therefore, $\mathbf{k}=\mathbf{B k}_{L}$.

So, every $\mathbf{k} \in \operatorname{Ker} \mathbf{N}$ is a linear combination of the fundamental cycles. Furthermore, fundamental cycle $f_{q}$ cannot be a linear combination of the other fundamental cycles, because $\mathbf{f}_{q}(q)=1$, and all the other $\mathbf{f}_{i}$ have $\mathbf{f}_{i}(q)=0$. Hence, the fundamental cycles form a basis of Ker $\mathbf{N}$.

### 4.3.3 Inequalities

Until now, we have disregarded the fact that a meaningful solution to our original problem can only consist of positive frequencies. So, in addition to satisfying (in-out-flow), the flow $f^{\rightarrow}$ should have $f \rightarrow(u, v) \geq 0$ for every edge $(u, v)$. This requirement can drastically reduce the space of possible solutions, which we can put to good use.

We write the $m$ inequalities as follows ( $\mathbf{e}_{i}$ is a vector of length $m$ with $\mathbf{e}_{i}(i)=1$ and $\mathbf{e}_{i}(j)=0$ for $\left.j \neq i\right)$ ):

$$
\mathbf{e}_{i}(\mathbf{p}+\mathbf{B} \alpha) \geq 0 \quad \text { for all } 1 \leq i \leq m
$$

This can be rewritten to

$$
-\mathbf{B}_{i \star} \alpha \leq \mathbf{p}(i)
$$

in which $\mathbf{B}_{i \star}$ denotes the $i$ th row of matrix $\mathbf{B}$. This row contains the coefficients (either 0,1 or -1 ) of all fundamental cycles on edge $e_{i}$. For example, the top-left edge in figure 4.6 yields the inequality $-(1,-1) \cdot\left(\alpha_{1}, \alpha_{2}\right)^{\top} \leq 3$.

### 4.4 Experiment

As we described in section 4.3.3, the solution space can be quite small due to the requirement that every frequency should be positive. In this section, we describe an experiment to test whether the space is indeed so small that an arbitrary solution from this space will be close enough to the original values.

For this experiment, we use a state space which is structured like figure 4.2: a triangular grid in which each state has six neighbors to which transitions are possible. Also like in figure 4.2, the clusters in which we partition the space are hexagonal; they consist of a center state and $r$ concentric layers $(r=2$ in the figure). This number $r$ is called the cluster radius.

We then assign an arbitrary transition frequency to each transition; however, we do make sure that, per state, all outgoing and all incoming frequencies add up to the same number. Then, we discard the transitions within clusters, after which we are left with the inter-cluster transition graph and a flow $\mathbf{f}_{0}$. We calculate the aggregations $\mathbf{f}^{ \pm}$, and use these as input to the linear system $\left\{\mathbf{N f}=\mathbf{f}^{ \pm}, \mathbf{f} \geq \mathbf{0}\right\}$, which we solve using the method outlined in section 4.3. (Note: the existence condition in Theorem 2 is satisfied, as we already know there is a solution $f_{0}$ ).

From the solution space constrained by the inequalities, we pick an arbitrary vector $\mathbf{f}$, and measure how close it is to $\mathbf{f}_{0}$ using a metric defined below. Unfortunately, this step presents a problem: it is far from trivial to generate a vector satisfying all the inequalities. As we are working in MATLAB, we have tried using its linear programming algorithms to this end (i.e. we find the $\mathbf{f}$ in the solution space that minimizes an arbitrary linear function), but they often did not succeed in finding a vector. After some experimentation, we found that MATLAB's quadratic programming algorithms do succeed. We also found that picking a more or less 'balanced' vector produced better results than picking a truly random vector.

This balanced vector $\mathbf{f}$ is the vector from the solution space which is closest to a certain $\mathbf{b}$ (which is generally not in the solution space). We define $\mathbf{b}$ as the following vector: for each $i$, we divide both the $f^{ \pm}\left(v_{i}^{+}\right)$and the $f^{ \pm}\left(v_{i}^{-}\right)$sums evenly over the incident edges; of the two values that each edge is assigned in this way, we take the average. However, in this process we ignore every edge $e_{j}$ that is not on any cycle, because it takes the same value $f\left(e_{j}\right)=\mathbf{p}(j)$ in every solution. So, before dividing the $f^{ \pm}$sums, we first subtract these fixed values from them. Finding $\mathbf{f}$ then consists of minimizing a quadratic function over the constrained
solution space, for which we have used MATLAB's quadprog library function (from the Optimization Toolbox).

After picking a $\mathbf{f}$, we evaluate its accuracy-the difference between $\mathbf{f}$ and $\mathbf{f}_{0}$. We used the following measure:

$$
\frac{\operatorname{median}\left\{\operatorname{abs}\left(\mathbf{f}(i)-\mathbf{f}_{0}(i)\right) \mid e_{i} \text { on a cycle }\right\}}{\operatorname{avg} \mathbf{f}_{0}}
$$

In other words, we take the median error of all edges that are on a cycle; to compare the different experiments, we normalize this error by dividing it by the average edge value.

### 4.4.1 Results

We have performed the above experiment with multiple configurations. We varied the size of the global state space from a $50 \times 50$ grid to a $150 \times 150$ grid, and the radius of the clusters from 5 to 15 . In a first set of configurations, we increased these sizes simultaneously, because we wanted to investigate the effect of increasing the state granularity (while the number of clusters stays the same). In the second set of configurations, we keep the cluster size fixed at 10 and only vary the grid size (and hence the number of clusters). Each configuration is run 25 times to reduce the effects due to randomness of the original vector.

To give an impression about the size of the linear problems: the smallest intercluster graph (radius- 10 clusters on a $50 \times 50$ grid) contains 900 edges, 436 vertices, and 29 fundamental cycles. The largest (radius- 10 clusters on a $150 \times 150$ grid) contains 8736 edges, 4176 vertices, and 385 fundamental cycles.

For the first set of configurations, our hypothesis was that the accuracy becomes better with a higher state granularity. We expected this because the number of on-cycle edges (inequalities) increases while the number of fundamental cycles (dimensions) stays the same. Figure 4.7 shows that we were right.

For the second set of configurations, we expected the accuracy roughly to stay the same, because the number of on-cycle edges as well as the number of fundamental cycles grow linearly. Figure 4.8 shows the accuracy.

The running time of quadprog function varied from 0.17 sec for the smallest problem to 481 sec for the largest.

### 4.5 Conclusions and future work

In this chapter, we have investigated how to combine local transition counts into global transition counts, and whether it is worthwhile in terms of accuracy. Experiments on random data have shown that for a cluster radius of 15 , half of the estimated counts fall within $4 \%$ of the real values; of course, it depends on the application whether this is good enough.


Figure 4.7: Distribution of errors on edges, first set of configurations.


Figure 4.8: Distribution of errors on edges, second set of configurations.

For our technique to scale to large numbers of clusters, using MATLAB's quadprog algorithm is not an option because it is too slow. We need to find an algorithm that does not scale exponentially. It probably does not have to find an optimal solution like quadprog; any solution could be good enough. If even that is out of reach, we could settle for an approximate solution.

A related research question is whether it is possible to solve the combination of cluster frequencies incrementally per cluster. The idea is to start with one cluster and a large away state. Then, we position a new cluster in this away state (still leaving room for more) and solve the problem. We continue like this for the other clusters. In our localization example, this would correspond to a situation in which we gradually add sensor clusters, thereby enlarging the observed area.

Finally, we would like to have a sound method to deal with inconsistencies between the several local frequencies. In this chapter, we have assumed that the local frequencies are consistent with each other-either because they result from the exact same global trace, or because the different traces are all so long that the frequencies have converged to the transition probabilities. In both cases, the result is that $\sum_{v \in V_{C}^{+}} f^{ \pm}(v)=\sum_{v \in V_{c}^{-}} f^{ \pm}(v)$ for each component, and the system has an exact solution. In practice, we do not expect this to be the case, and it would be useful to be able to give the best estimate for the solution (maybe using maximum likelihood or Bayesian techniques).

## Chapter 5

## Probabilistic inference in a relational representation

Given a probabilistic model over a set of variables, inference is the task of deriving the probability distribution over a subset of query variables, given the observed values of another subset of evidence variables. As we have explained in section 2.5 , this forms the basis of probabilistic sensor data processing.

The problem of how to efficiently perform inference for Bayesian networks has been extensively researched in AI literature, which has led to well-known inference procedures such as variable elimination[61] and junction tree propagation[45]. However, as we discuss in chapter 6, these conventional procedures do not suffice for our sensor data models.

In this chapter, we recast the problem into a relational algebra framework, in which the building blocks are the bulk operators $\star$ and $\stackrel{+}{\pi}$ on structured tables of probabilities $p[B \mid A]$, rather than individual multiplications and additions on single probabilities $\mathrm{P}(B=b \mid A=a)$. The resulting expressions are assigned a welldefined denotational semantics, which is at the same time
(a) similar to the summations over factorized probability distributions used in conventional procedures, and
(b) based on the basic relational algebra commonly used in database semantics.

To evaluate such an expression, it can either be assigned an operational semantics based on multi-dimensional array assignments (again associated with the conventional procedures), or mapped to physical database operations.

We have found this formulation to yield a lot of insight into possible optimizations for sensor data; these are presented in chapter 6. In the current chapter:

- we review the general inference problem (section 5.1),
- we introduce the relational algebra framework (section 5.2),
- we present a general outline for solving an inference query (section 5.3)
- we introduce sum-factor diagrams for visualizing solutions (section 5.4), and
- we review the conventional inference procedures using relational algebra (section 5.5).


### 5.1 The inference expression for Bayesian networks

An inference task, or inference query, partitions the Bayesian network nodes $\bar{V}$ into query nodes $\bar{Q}$, evidence nodes $\bar{E}$ and the remaining nodes $\bar{R}$. In this chapter, we make the distinction between nodes $\bar{V}$ and probabilistic variables $X_{\bar{V}}$ again; the latter are partitioned into $X_{\bar{Q}}, X_{\bar{E}}$ and $X_{\bar{R}}$. The inference task is to calculate $\mathrm{P}\left(x_{\bar{Q}} \mid x_{\bar{E}}\right)$ for all values $x_{\bar{Q}}$, given certain values $x_{\bar{E}}$. This probability can be written in terms of the joint probability $\mathrm{P}\left(x_{\bar{V}}\right)=\mathrm{P}\left(x_{\bar{Q}}, x_{\bar{E}}, x_{\bar{R}}\right)$ :

$$
\begin{aligned}
= & \mathrm{P}\left(x_{\bar{Q}} \mid x_{\bar{E}}\right) \\
= & \text { definition of conditional probability } \\
= & \frac{\mathrm{P}\left(x_{\bar{Q}}, x_{\bar{E}}\right)}{\mathrm{P}\left(x_{\bar{E}}\right)} \\
= & \text { applying (MARGINALIZE) }{ }^{\mathrm{p} .15} \text { on both sides of the fraction bar } \\
& \frac{\sum_{x_{R}} \mathrm{P}\left(x_{\bar{Q}}, x_{\bar{E}}, x_{\bar{R}}\right)}{\sum_{x_{\bar{Q}}} \sum_{x_{\bar{R}}} \mathrm{P}\left(x_{\bar{Q}}, x_{\bar{E}}, x_{\bar{R}}\right)}
\end{aligned}
$$

It is only necessary to calculate the outcome of the numerator for all $x_{\bar{Q}}$ values; the denominator can be obtained by adding all these outcomes. Therefore, to simplify the expositions, we will hereafter equate inference with the calculation of $\mathrm{P}\left(x_{\bar{Q}}, x_{\bar{E}}\right)$ :

$$
\mathrm{P}\left(x_{\bar{Q}}, x_{\bar{E}}\right)=\sum_{x_{\bar{R}}} \mathrm{P}\left(x_{\bar{V}}\right)
$$

(Inference)

The equation above suggests a naive way to perform this calculation: for each value $x_{\bar{Q}}$, determine the joint probability $\mathrm{P}\left(x_{\bar{Q}}, x_{\bar{E}}, x_{\bar{R}}\right)$ at the observed $x_{\bar{E}}$ for all $x_{\bar{R}}$, and add these together. However, the time taken by this approach is exponential in $|\bar{Q} \cup \bar{R}|$, the number of unobserved variables: the sum is evaluated for each possible $x_{\bar{Q}}$ value (note: in case of multiple query variables, this means each possible combination, i.e. a $|\bar{Q}|$-tuple of values), and to each of these sums, all the $x_{\bar{R}}$ values (combinations) contribute a term. In the dynamic Bayesian networks used for sensor data processing, $|\bar{R}|$ is proportional to the number of time points taken into account, which can even grow indefinitely in a streaming setup; hence, this naive approach is out of the question.

Making use of the factorization ( $\mathrm{FACT}^{\text {- }} \mathrm{BN}$ ) ${ }^{\text {p. } 19}$ of a Bayesian network's joint probability can reduce the inference cost dramatically, depending on the structure of the graph. In a dynamic Bayesian network, this structure is essentially a chain in the time dimension. As we will show in section 6.1, this allows the inference cost to be linear w.r.t. the number of time points, and therefore acceptable in a streaming setup. Substituting (Fact-BN) into (Inference) gives:

$$
\mathrm{P}\left(x_{\bar{Q}}, x_{\bar{E}}\right)=\sum_{x_{\mathbb{R}}} \prod_{V \in \bar{V}} \mathrm{P}\left(x_{V} \mid x_{\text {Parents }(V)}\right)
$$

## (Inference-BN)

Depending on the composition of the product, some factors can be pulled out of the summations due to the distributive laws ( $\Sigma$-Distr-L) and ( $\Sigma$-Distr-R) ${ }^{\mathrm{p} .19}$; it is sometimes suggested that this makes the expression more efficient to evaluate, and therefore forms the basis of efficient inference algorithms.

This statement alone, although not entirely untrue, is somewhat misleading. For example, if the product is $\mathrm{P}(a) \mathrm{P}(b \mid a) \mathrm{P}(c \mid b)$, we can rewrite:

$$
\sum_{a, b, c} \mathrm{P}(a) \mathrm{P}(b \mid a) \mathrm{P}(c \mid b)=\sum_{a} \mathrm{P}(a) \sum_{b} \mathrm{P}(b \mid a) \sum_{c} \mathrm{P}(c \mid b)
$$

If we expand each $\sum$-expression into a list of additions in the above equation, the left hand side contains $2 *|\operatorname{dom}(A)| *|\operatorname{dom}(B)| *|\operatorname{dom}(C)|$ multiplications while the right hand side contains $|\operatorname{dom}(A)| *(1+|\operatorname{dom}(B)|)$, so the latter can indeed be considered more efficient.

However, it still contains the same number of additions: $|\operatorname{dom}(A)| *|\operatorname{dom}(B)| *$ $|\operatorname{dom}(C)|-1$. A lot of them are redundant: each summation that is expanded from $\sum_{c} \mathrm{P}(c \mid b)$ is copied $|\operatorname{dom}(A)|$ times, although it does not depend on $a$. To eliminate this redundancy, we have to introduce a notion of sharing or storage into the expressions. We rewrite the expression as a program consisting of assignments; each of these is evaluated only once, after which the result can be reused multiple times.

$$
\begin{aligned}
& \mu_{1} \leftarrow\left\{b \mapsto \sum_{c} \mathrm{P}(c \mid b) \mid b \in \operatorname{dom}(B)\right\} \\
& \mu_{2} \leftarrow\left\{a \mapsto \sum_{b} \mathrm{P}(b \mid a) \mu_{1}(b) \mid a \in \operatorname{dom}(A)\right\} \\
& \text { return } \sum_{a} \mathrm{P}(a) \mu_{2}(a)
\end{aligned}
$$

Both intermediate results $\mu_{i}$ are represented as a set-theoretic function-a set of key-value pairs $k \mapsto v$. In concrete programming language terms, a concept matching more closely to the intended semantics would be a dictionary; the idea is that the value $v$ is calculated when $\mu_{i}$ is created, after which it can be looked up using $\mu_{i}(k)$.

However, in AI literature, $\mu_{1}$ and $\mu_{2}$ are usually implemented as arrays: a certain order is imposed on the keys, and the array consists only of the function values in this order. Often, these arrays are conceived as messages which are sent from one processing node to another.

Although the expression has an efficient evaluation when it is represented as a program, it is more cumbersome to read, and harder to reason about. For example, it is not easy to see that it is equivalent (equal in value, not in processing time) to the following program:

$$
\begin{aligned}
& \mu_{3} \leftarrow\left\{b \mapsto \sum_{a} \mathrm{P}(a) \mathrm{P}(b \mid a) \mid b \in \operatorname{dom}(B)\right\} \\
& \text { return } \sum_{b, c} \mu_{3}(b) \mathrm{P}(c \mid b)
\end{aligned}
$$

One first has to transform the programs back into single expressions, and then compare these.

As a better alternative, we advocate a relational representation, in which the basic building blocks of an expression are sets of values like $\mu_{1}$, instead of single values like $\mu_{1}(b)$. Consider the following example:

$$
\stackrel{\stackrel{\star}{\pi}_{-A}}{ }\left(p[A] \bowtie \stackrel{+}{\pi_{-B}}\left(p[B \mid A] \bowtie \stackrel{+}{\tau_{-C}} p[C \mid B]\right)\right)=\stackrel{+}{\pi_{-B, C}}\left(\stackrel{+}{\pi_{-A}}(p[A] \bowtie p[B \mid A]) \bowtie p[C \mid B]\right)
$$

This equation expresses both the above programs, and their equivalence, in one line. The two expressions have the same denotational semantics; we define these in terms of relational algebra, which is defined itself using set theory (section 5.2). Using well-known rewrite rules for relational algebra, the equivalence of the two expressions can be established; moreover, these rules can be used to derive new equivalent expressions.

Next to the denotational semantics, these expressions are also given an operational semantics. This can either be done in terms of arrays, or in terms of database operations; see section 5.2.3. This marks a clear difference compared to the initial situation described above, where the operational semantics are linked to the programs while denotational semantics are given to expressions.

### 5.2 Relational expressions for inference

In this section, we define our relational framework for inference expressions. We start by reviewing conventional relational algebra in section 5.2.1, followed in section 5.2 .2 by a definition of the denotational semantics of the $p[\ldots], \bowtie$ and ${ }_{\pi}^{\pi}$ operators specific for inference expressions. In section 5.2.3, operational semantics are discussed.

### 5.2.1 Relational algebra

As a basis for our semantics, we use a simple variant of relational algebra with an extended projection operator that can express aggregation (similar to SQL's group by construct). We have chosen for an algebra with $\bowtie$ as a basic operation instead of $\times$; when two relations have a common attribute, we always use it in a join condition. In fact, in our algebra it is impossible to do a cross-product in
such a case; it would require some formal renaming scheme to distinguish the two attributes in the result schema, which implies more effort than we want to impose on the reader. We use the following set-theoretic framework:

- We presuppose a set of attributes $\mathfrak{A t t r}$ and a set of values $\mathcal{V a l}$; each attribute $A \in \mathcal{A t t r}$ has a domain $\operatorname{dom}(A) \subseteq \mathcal{V a l}$.
- A relation $r$ consists of a schema, denoted as schema( $r$ ), and a set of tuples.
- A relation's schema consists of a set of attributes: schema(r) $\wp \mathscr{A} t t r$.
- A relation's set of tuples is also simply denoted as $r$. Each tuple $t \in r$ is a function with $\operatorname{dom}(t)=\operatorname{schema}(r)$, where $t(A) \in \operatorname{dom}(A)$ for each $A \in$ schema(r).

We define a natural join $\bowtie$ :

$$
\Longleftrightarrow \quad \begin{aligned}
& t \in(r \bowtie s) \\
& \\
& \operatorname{dom}(t)=\operatorname{schema}(r) \cup \operatorname{schema}(s), \\
& (\operatorname{schema}(r) \triangleleft t) \in r, \\
& \\
& (\text { schema }(s) \triangleleft t) \in s
\end{aligned}
$$

Here, $\triangleleft$ is the restriction of a function to a part of its domain:

$$
\bar{x} \triangleleft f \stackrel{\text { def }}{=}\{(x, y) \mid(x, y) \in f \wedge x \in \bar{x}\}
$$

The generalized projection operator $\pi$ performs projection and aggregation. It has two parameters: a list of attributes $A_{1}, A_{2}, \ldots$ from $r$ onto which to project, and a list of aggregation functions and new attributes. An aggregation function $f_{i}$ maps a relation to a value in $\operatorname{dom}\left(N_{i}\right)$. For each tuple in the result, it is applied to the set of tuples from $r$ that agree with that tuple on the $A$ values (see also figure 5.1).

$$
\begin{aligned}
\Longleftrightarrow & t \in \pi_{A_{1}, A_{2}, \ldots, f_{1} \mapsto N_{1}, f_{2} \mapsto N_{2}, \ldots .} r \\
\exists r^{\prime} . & r^{\prime}=\left\{t^{\prime} \mid t^{\prime} \in r,\left\{A_{1}, A_{2}, \ldots\right\} \triangleleft t^{\prime}=\left\{A_{1}, A_{2}, \ldots\right\} \triangleleft t\right\}, \\
& r^{\prime} \neq \emptyset \\
& \operatorname{dom}(t)=\left\{A_{1}, A_{2}, \ldots, N_{1}, N_{2}, \ldots\right\}, \\
& t\left(N_{i}\right)=f_{i}\left(r^{\prime}\right)
\end{aligned}
$$

The only aggregation function that we will use is $\operatorname{SUM}_{X}$ (where $X$ is the attribute over which to sum):

$$
\operatorname{SUM}_{X}(r)=\sum_{t \in r} t(X)
$$

$\left.\begin{array}{c|c}A_{1}, A_{2}, \ldots & B_{1}, B_{2}, \ldots \\ \hline \alpha & \ldots \\ \mathrm{a} & \ldots \\ \mathrm{a} & \ldots \\ \mathrm{a} & \ldots \\ æ & \ldots \\ æ & \ldots\end{array}\right\} r^{\prime}$
(a) relation $r$
(b) relation $\pi_{A_{1}, A_{2}, \ldots, f_{1} \mapsto N_{1}, f_{2} \mapsto N_{2}, \ldots} r$

| $A_{1}, A_{2}, \ldots$ | $N_{1}$ | $N_{2}$ | $\ldots$ |
| :---: | :---: | :--- | :--- |
| $\alpha$ |  | $\ldots$ |  |
| a | $f_{1}\left(r^{\prime}\right)$ | $f_{2}\left(r^{\prime}\right)$ | $\ldots$ |
| $æ$ |  | $\cdots$ |  |

Figure 5.1: The $\pi$ operator in our algebra is extended with aggregation functionality. From the input relation $r$, each set of tuples $r^{\prime} \subseteq r$ that agrees on the $A_{i}$ attributes corresponds to one tuple in the result relation. Under the $N_{i}$ attributes in this tuple, the aggregation functions $f_{i}$ are applied to $r^{\prime}$. If the $f_{i} \mapsto N_{i}$ list is empty, the operator corresponds to conventional projection.

The rename operator $\rho$ replaces a tuple's attribute $A_{i}$ with $N_{i}$ (and requires that $N_{i} \notin \operatorname{schema}(r)$ and $\left.\operatorname{dom}\left(N_{i}\right)=\operatorname{dom}\left(A_{i}\right)\right)$ :

$$
\begin{aligned}
& t \in \rho_{A_{1} \mapsto N_{1}, A_{2} \mapsto N_{2}, \ldots} r \\
& \Longleftrightarrow \\
& \exists t^{\prime} . t^{\prime} \in r, \\
& t^{\prime}\left(A_{i}\right)=t\left(N_{i}\right) \\
& \forall A \in\left(\operatorname{schema}(r) \backslash\left\{A_{1}, A_{2}, \ldots\right\}\right) . t^{\prime}(A)=t(A), \\
& \operatorname{dom}(t)=\left(\operatorname{schema}(r) \backslash\left\{A_{1}, A_{2}, \ldots\right\}\right) \cup\left\{N_{1}, N_{2}, \ldots\right\}
\end{aligned}
$$

To define a selection operator $\sigma_{\theta}$, we need to model $\theta$ : a predicate such as $A_{1}+A_{2}=$ $A_{3}$, in which attributes take the place of values. We model these predicates as functions of type $(\mathscr{A t t r} \rightarrow \mathcal{V a l}) \rightarrow \mathbb{B}$ : given a certain binding of type $\mathfrak{A t t r} \rightarrow \mathcal{V a l}$, they produce a Boolean value. We refer to the set of attributes in such an expression as its schema, and denote it schema $(\theta)$. We require that $\operatorname{schema}(\theta) \subseteq \operatorname{schema}(r)$.

$$
\Longleftrightarrow \quad \begin{aligned}
& t \in \sigma_{\theta} r \\
& t \in r, \theta(t)
\end{aligned}
$$

We will also need some less conventional operators. We define the embodiment of $\theta$, denoted $\llbracket \theta \rrbracket$, which is the relation consisting of all the bindings that satisfy $\theta$. Suppose $\operatorname{schema}(\theta)=\left\{A_{1}, A_{2}, \ldots\right\}$, then:

$$
t \in \llbracket \theta \rrbracket
$$



Likewise, we define the embodiment of a set of attributes as the set of all possible bindings of these attributes:

$$
\Longleftrightarrow \begin{aligned}
& t \in \llbracket A_{1}, A_{2}, \ldots \rrbracket \\
& \\
& \operatorname{dom}(t)=\left\{A_{1}, A_{2}, \ldots\right\}, t\left(A_{i}\right) \in \operatorname{dom}\left(A_{i}\right)
\end{aligned}
$$

Finally, we introduce $\bowtie_{\theta}$, a variant on the join operator that produces only tuples for which $\theta$ holds. It is not a primitive of the relational algebra and its denotational semantics are simply given by:

$$
r \bowtie_{\theta} s \stackrel{\text { def }}{=} \sigma_{\theta}(r \bowtie s)
$$

We include it because it can be implemented by very efficient 'physical operators'; see section 5.2.3. If $\theta$ is selective, these operators avoid creating a large intermediate result. We use it in the following rewrite rule:

$$
r \bowtie \llbracket \theta \rrbracket=r \bowtie_{\theta} \llbracket \operatorname{schema}(\theta) \backslash \operatorname{schema}(r) \rrbracket
$$

### 5.2.2 Operators for the inference expression

As we have mentioned in section 2.2, the cpd $\mathrm{P}(b \mid a)$ is actually a function (say, $f$ ): given a value $b$ for probabilistic variable $B$ and a value $a$ for $A$, it produces a function value $f(b, a)$, which is a value between 0 and 1 . It is commonly implemented (cf. section 5.1) as a multi-dimensional array in which all the function values are stored; application of the function $f$ to values $a$ and $b$ corresponds to looking up the element of the array at indices $a$ and $b$. In inference procedures, an often used operation is the 'multiplication' of such an array with another one, say $g(c, b)=\mathrm{P}(C=c \mid B=b)$. This multiplication operation $\circledast$ should be defined such that

$$
(f \circledast g)(a, b, c)=f(b, a) * g(c, b)=\mathrm{P}(B=b \mid A=a) * \mathrm{P}(C=c \mid B=b)
$$

Using the above function representations, it is impossible to define $\circledast$ in a generic way; in the above definition, we used the fact that the argument corresponding to variable $B$ is the first one of $f$ and the second one of $g$, and this 'meta-information' is not present in the functions (or arrays) themselves. Using the relational representation from the previous section, such a generic operator is possible, because relations are joined using the identity of the attributes instead of their order.

Before representing a probability distribution as a relation, we first represent a general expression $\phi$ as a relation. In this expression, attributes are again assumed to take the place of values: a possible expression might be $(A+B) *(A+C)$. Similar to the embodiment $\llbracket \ldots \rrbracket$ of predicates, we define an embodiment $\llbracket \ldots \rrbracket_{\mathrm{val}}$ of expressions, such that relation $\llbracket(A+B) *(A+C) \rrbracket_{\text {val }}$ contains every possible binding of $A, B$, and $C$, together with the resulting value of the expression under a dedicated attribute val-see figure 5.2c for an example. In general:

$$
\llbracket \phi \rrbracket_{\mathrm{val}} \stackrel{\text { def }}{=} \llbracket \phi=\mathrm{val} \rrbracket
$$

| $A$ | $B$ | val |
| ---: | ---: | ---: |
| 1 | 2 | 3 |
| 1 | 3 | 4 |


| (a) $\llbracket A+B \rrbracket_{\text {val }}$ |  |  |
| :--- | ---: | ---: |
|  |  |  |
| $A$ | $C$ | val |
| 1 | 10 | 11 |
| 1 | 100 | 101 |
| 1 | 1000 | 1001 |


| $A$ | $B$ | $C$ | val |
| :---: | ---: | ---: | ---: |
| 1 | 2 | 10 | 33 |
| 1 | 2 | 100 | 303 |
| 1 | 2 | 1000 | 3003 |
| 1 | 3 | 10 | 44 |
| 1 | 3 | 100 | 404 |
| 1 | 3 | 1000 | 4004 |

(c) $\llbracket(A+B) *(A+C) \rrbracket_{\text {val }}$
(d) $\llbracket \sum_{c \in\{10,100,1000\}}(A+B) *(A+c) \rrbracket_{\text {val }}$ $=\llbracket A+B \rrbracket_{\mathrm{val}} \bowtie \llbracket A+C \rrbracket_{\mathrm{val}}$
 $=\stackrel{+}{\pi}-\mathrm{C}\left(\llbracket A+B \rrbracket_{\mathrm{val}} \bowtie \llbracket A+C \rrbracket_{\mathrm{val}}\right)$

Figure 5.2: Left: the embodiment of the expressions $A+B$ and $B+C$, with $\operatorname{dom}(A)=\{1\}$, $\operatorname{dom}(B)=\{2,3\}$, and $\operatorname{dom}(C)=\{10,100,1000\}$. Middle: the embodiment of their product $(A+B) *(B+C)$ illustrates the equality (Repr-Mult). Right: the embodiment of a summation over this product illustrates (Repr-Sum).

A lot of the relations that we define hereafter will represent an expression and its possible values; we will refer to the non-val attributes of such a relation $r$ as regular attributes, and use the notation $\operatorname{regattr}(r)$ :

$$
\text { regattr }(r) \stackrel{\text { def }}{=} \operatorname{schema}(r) \backslash\{\text { val }\}
$$

For every binding of $\phi$, the expression has exactly one value val, so the regular attributes of $\llbracket \phi \rrbracket_{\text {val }}$ form a key of this relation. Without proof, we mention that this holds for every other relation $r$ in this thesis: regattr $(r)$ is a key.

We now consider the multiplication of two expressions. We need an operator $凶$ such that

$$
\llbracket \phi \rrbracket_{\mathrm{val}} \bowtie \llbracket \psi \rrbracket_{\mathrm{val}}=\llbracket \phi * \psi \rrbracket_{\mathrm{val}}
$$

(Repr-Mult)
In terms of the above relational algebra, this can be achieved by joining $\llbracket \phi \rrbracket_{\text {val }}$ and $\llbracket \psi \rrbracket_{\text {val }}$ on their common regular attributes, and multiply the values in their respective val attributes. Hence, the operator is defined as follows:

$$
\begin{aligned}
r \bowtie s & \stackrel{\text { def }}{=} \pi_{\text {regattr }(r) \text { Uregattr }(s), m \mapsto \operatorname{val}}\left(r \bowtie \rho_{\text {val }} \mapsto \mathrm{val}^{\prime} s\right) \\
m(\{t\}) & =t(\mathrm{val}) * t\left(\mathrm{val}^{\prime}\right)
\end{aligned}
$$

Note that we 'misuse' the extended projection $\pi$ here to multiply the two values. The aggregation function $m$ is only applied to 'groups' of one tuple, because the projection attributes regattr $(r) \cup \operatorname{regattr}(s)$ form a key. As an illustration that (Repr-Mult) holds for this $\ltimes$ operator, consider fig. 5.2a-5.2c; we skip the formal proof. By (Repr-Mult), the identity element for $凶$ is $\llbracket 1 \rrbracket_{\mathrm{val}}$, a relation with 1
attribute (val) and 1 tuple $t$ for which $t(v a l)=1$ :

$$
\llbracket 1 \rrbracket_{\mathrm{val}} \bowtie r=r
$$

For later use, we also define an efficient $\bowtie_{\theta}$ variant that uses $\bowtie_{\theta}$ instead of $\bowtie$ :

$$
\begin{aligned}
& r \bowtie_{\theta} s \stackrel{\text { def }}{=} \pi_{r e g a t t r}(r) \mathrm{Uregattr}(s), m \mapsto \mathrm{val}\left(r \bowtie_{\theta} \rho_{\text {val }} \mapsto \mathrm{val}^{\prime} s\right) \\
& m(\{t\})=t(\mathrm{val}) * t\left(\mathrm{val}^{\prime}\right)
\end{aligned}
$$

The following operator we define is $\stackrel{+}{\pi}_{-\left\{A_{1}, A_{2}, \ldots\right\}}$. Given a relation representing the expression $\phi$, it should produce the sum of the values of $\phi$ for all possible bindings of a set of attributes $\left\{A_{1}, A_{2}, \ldots\right\}$ :

$$
{\stackrel{+}{\pi}-\left\{A_{1}, A_{2}, \ldots\right\}}^{\llbracket \phi} \rrbracket_{\text {val }}=\llbracket \sum_{a_{1} \in \operatorname{dom}\left(A_{1}\right)} \sum_{a_{2} \in \operatorname{dom}\left(A_{2}\right)} \cdots \phi\left[a_{1} / A_{1}, a_{2} / A_{2}, \ldots\right] \rrbracket_{\text {val }}
$$

(REPR-Sum)
We define the operator (and a variant of it ) as follows:

$$
\begin{aligned}
& \stackrel{+}{\pi_{-\left\{A_{1}, A_{2}, \ldots\right\}} r} \stackrel{\stackrel{\text { def }}{=}}{\pi_{\text {regattr }(r) \backslash\left\{A_{1}, A_{2}, \ldots\right\}, \text { SUM }_{\text {val }} \mapsto \text { val }} r} \\
& \stackrel{+}{\pi_{\left\{A_{1}, A_{2}, \ldots\right\}}} r \stackrel{\text { def }}{=} \pi_{\left\{A_{1}, A_{2}, \ldots\right\}, \text { SUM }_{\text {val }} \mapsto \text { val }} r
\end{aligned}
$$

The second variant does not mention the attributes that are summed out (projected out), but those that remain. While the first variant bears a direct relation to the $\sum$ operator as defined in the equations above, the second variant appeals to the notion of projecting a multi-dimensional distribution onto the mentioned subset of its dimensions, i.e. deriving $\mathrm{P}\left(x_{A}, x_{B}\right)$ from $\mathrm{P}\left(x_{A}, x_{B}, x_{C}\right)$.

Due to equations (Repr-Sum) and (Repr-Mult), every expression consisting of $\sum$ and $*$ operators-and in particular, the inference expression-can be represented using the bulk operators ${ }_{\pi}^{+}$and $\bowtie$ instead. A consequence of this is that the same equalities apply:

- In a multi-dimensional sum $\sum_{a} \sum_{b} f(a, b, c)$ order is of no importance (we might also write it $\sum_{b} \sum_{a} f(a, b, c)$ or $\left.\sum_{a, b} f(a, b, c)\right)$, so this also holds for the first variant of $\stackrel{+}{\pi}_{\pi}^{*} \stackrel{+}{\pi}_{-A} \stackrel{+}{\pi}_{-B} r=\stackrel{+}{\pi_{-B}} \stackrel{+}{\pi}_{-A} r=\stackrel{+}{\pi}_{-\{A, B\}} r$.
- The normal multiplication operator $*$ is associative and commutative, so we can unambiguously write $\phi * \chi * \psi$ and $\prod_{j \in J} \phi(j)$, where $\phi(j)$ is an expression parametrized by $j$. Consequently, we can also write $r 凶 \dot{\otimes} \dot{\Delta} t$ and $\dot{\bigotimes}_{V \in \bar{V}} p[V]$.
In the example we just gave, we used a parametrized relation $p[V]$. We will use this notation to denote the relation containing the probability distribution over $X_{V}$. Likewise, we denote relations containing conditional probability distributions using $p\left[V \mid W_{1}, W_{2}, \ldots\right]$. These relations comprise most of the atomic components of relational expressions that we will use from now on.

They are formally defined in terms of an existing probabilistic model with variables $X_{V}, X_{W_{1}}$, et cetera, in conformance with our formal definition of Bayesian

$p[B \mid A]=$| $B$ | $A$ | val |
| :---: | :---: | :---: |
| false | false | 0.12 |
| true | false | 0.88 |
| false | true | 0.25 |
| true | true | 0.75 |

Figure 5.3: The relation $p[B \mid A]$, with $\operatorname{dom}(A)=\operatorname{dom}(B)=\{$ false,true $\}$ and $\mathrm{P}\left(X_{B}=\right.$ false $\mid X_{A}=$ false $)=0.12, \mathrm{P}\left(X_{B}=\right.$ true $\mid X_{A}=$ false $)=0.88, \ldots$
networks (section 2.2). In the relational representation, we represent a variable $X_{V}$ by attribute $V$, with $\operatorname{dom}(V)=\operatorname{dom}\left(X_{V}\right)$. We define $p\left[V \mid W_{1}, W_{2}, \ldots\right]$ as the embodiment of the probability distribution:

$$
\begin{equation*}
p\left[V \mid W_{1}, W_{2}, \ldots\right] \stackrel{\text { def }}{=} \llbracket \mathrm{P}\left(X_{V}=V \mid X_{W_{1}}=W_{1}, X_{W_{2}}=W_{2}, \ldots\right) \rrbracket_{\mathrm{val}} \tag{Repr-РRob}
\end{equation*}
$$

Note: in the $\llbracket \ldots \rrbracket_{\text {val }}$ expression, the attributes that have to be bound to a value are $V, W_{1}, W_{2}$; not the probabilistic variables. Also, when substituting a binding for attribute $V$, the $V$ in the probabilistic variable name $X_{V}$ is not affected! For an example of such a relation, see figure 5.3.

The relation $p[V, W]$ for unconditional probabilities is defined analogously. Most of the times, however, the atomic relations we use are the cpds $\mathrm{P}\left(x_{V} \mid x_{\text {Parents }(V)}\right)$ that make up a Bayesian network. If from the context it is known which Bayesian network is meant, and what the parents of variable $V$ are, we use the following shorthand:

$$
c p d[V] \stackrel{\text { def }}{=} p[V \mid \operatorname{Parents}(V)]
$$

The operators introduced in this section make it possible to write probabilistic statements in terms of relational expressions. For example, the independence of $X_{A}$ and $X_{B}$ can be written:

$$
\begin{aligned}
& \mathrm{P}\left(X_{A}=A, X_{B}=B\right)=\mathrm{P}\left(X_{A}=A\right) \mathrm{P}\left(X_{B}=B\right) \quad \text { for all } A \in \operatorname{dom}\left(X_{A}\right), B \in \operatorname{dom}\left(X_{B}\right) \\
& \equiv \quad \text { by (REPR-EXPR) and the definition of } \llbracket \ldots \rrbracket \\
& \llbracket \mathrm{P}\left(X_{A}=A, X_{B}=B\right) \rrbracket_{\text {val }}=\llbracket \mathrm{P}\left(X_{A}=A\right) \mathrm{P}\left(X_{B}=B\right) \rrbracket_{\text {val }} \\
& \equiv \quad \text { by (Repr-Mult) } \\
& \llbracket \mathrm{P}\left(X_{A}=A, X_{B}=B\right) \rrbracket_{\text {val }}=\llbracket \mathrm{P}\left(X_{A}=A\right) \rrbracket_{\text {val }} \bowtie \llbracket \mathrm{P}\left(X_{B}=B\right) \rrbracket_{\text {val }} \\
& \equiv \quad \text { by (Repr-Ртов) } \\
& p[A, B]=p[A] 凶 p[B]
\end{aligned}
$$

We will apply this to the inference expression in section 5.3.

### 5.2.3 Operational semantics

In the previous sections, we have defined a denotational semantics for $p[\ldots], \stackrel{+}{\pi}$ and $\bowtie$ in terms of a relational algebra, itself defined in terms of set theory. The

$$
\begin{aligned}
& \langle r\rangle=\operatorname{return}\{(t(A), t(B)) \mapsto t(\mathrm{val}) \mid t \in r\} \\
& (r \bowtie s)=\mu_{1} \leftarrow(r) \\
& \mu_{2} \leftarrow(s) \\
& \text { return }\left\{(a, b, c) \mapsto v * v^{\prime} \mid((a, b) \mapsto v) \in \mu_{1},\left(\left(b^{\prime}, c^{\prime}\right) \mapsto v^{\prime}\right) \in \mu_{2}, b=b^{\prime}\right\} \\
& \left({\stackrel{\star}{\pi_{-B}}} r\right)=\mu \leftarrow(r) \\
& \text { return }\left\{a \mapsto \sum_{b}\{v \mid((a, b) \mapsto v) \in \mu\} \mid a \in \operatorname{dom}(A)\right\} \\
& ({\underset{\tau}{-B}}(r \bowtie s))=\mu_{1} \leftarrow(r) \\
& \mu_{2} \leftarrow(s) \\
& \text { return }\{(a, c) \mapsto \\
& \sum_{b}\left\{v * v^{\prime} \mid((a, b) \mapsto v) \in \mu_{1},\left(\left(b^{\prime}, c^{\prime}\right) \mapsto v^{\prime}\right) \in \mu_{2}, b=b^{\prime}\right\} \\
& \mid a \in \operatorname{dom}(A), c \in \operatorname{dom}(C)\}
\end{aligned}
$$

Figure 5.4: Operational semantics in terms of arrays; example for relations $r$ and $s$ with schema $(r)=\{A, B\}$ and $\operatorname{schema}(s)=\{B, C\}$. The operational semantics $\langle r|$ of a relation $r$ is a program that, when evaluated, returns a multidimensional array that can be stored, represented here by a set with key-value pairs $\left(k_{1}, k_{2}, \ldots\right) \mapsto v$ as elements; the key represents the position in the array and is not stored. The different $k_{i}$ elements are the values of the (alphabetically ordered) regular attributes of a tuple in $r ; v$ is the value of its val attribute. To evaluate a composite expression, its subexpressions are evaluated first. Next, the new array is built; this is described here as a set comprehension, and can be implemented as a loop or vector operation. The last translation, for expressions of the form $\pi(\ldots \bowtie \ldots)$, is optional, and is an optimized variant that does not store the intermediate result. Note: only relations that contain a tuple for every possible key can be represented as an array.
advantage of relational expressions over numeric expressions is that they can be straightforwardly assigned an operational semantics-a mapping to machine instructions-without redundant calculations. By virtue of their operational semantics, two expressions that are denotationally the same, like ${\underset{\pi}{-}}_{-B}(p[A] \bowtie p[B \mid A])$ and $p[A] \bowtie \stackrel{\tau}{\tau}_{-B} p[B \mid A]$, can translate to different machine instructions, and have a different cost in terms of processing time or storage space. This means that an expression can be optimized by finding an equivalent expression with the lowest cost.

Although we do not commit to a specific operational semantics in this thesis, we indicate some general ways of providing one:

- The $p[\ldots]$ relations can be represented by arrays. For each tuple, at the index determined by the regular attributes, the value of the val attribute is stored. The semantics of the $\stackrel{t}{\pi}$ and $\bowtie$ operators are sketched in figure 5.4. With these semantics, relational expressions are translated into
programs similar to those in section 5.1. For example, the expression $\stackrel{+}{\pi}_{-A}\left(p[A] \bowtie \stackrel{+}{\tau_{-B}}\left(p[B \mid A] \bowtie \stackrel{+}{\pi_{-C}} p[C \mid B]\right)\right)$ —which can be directly obtained from $\sum_{a} \mathrm{P}(a) \sum_{b} \mathrm{P}(b \mid a) \sum_{c} \mathrm{P}(c \mid b)$ by applying (Repr-Mult) and (Repr-Sum) -roughly translates into the first example program in that section.
- The relations can be represented like in a conventional database. The operators $p[\ldots], \stackrel{+}{\pi}$ and $\bowtie$ are then translated into relational operators according to their definitions in section 5.2.2. Next, the logical operators from this expression are translated into physical operators; see any database textbook for details. The base relations $p[\ldots]$ can be stored (on disk or in memory) in a way that is optimal for these physical operators.
- As a variation on this, specific physical operators can be implemented for $\AA$ and $\stackrel{t}{\pi}$, so the first translation can be skipped.

As a possible improvement to the database semantics, we mention that it is also possible to use a representation in which tuples with val $=0$ are not stored at all. We will discuss this in detail in section 6.2.1.

### 5.3 Rewriting the inference expression

Using the tools developed in section 5.2, the inference expression for a Bayesian network (Inference-BN) ${ }^{\text {p. } 67}$ is rewritten into a relational expression:

$$
\begin{aligned}
& \mathrm{P}\left(x_{\bar{Q}}, x_{\bar{E}}\right)=\sum_{x_{\bar{R}}} \prod_{V \in \bar{V}} \mathrm{P}\left(x_{V} \mid x_{\text {Parents }(V)}\right) \quad \text { for all } x_{\bar{Q}}, x_{\bar{E}} \\
& \equiv \\
& \quad \text { by (REPR-PROB), (REPR-Mult), (Repr-Sum) } \\
& \\
& p[\bar{Q}, \bar{E}]=\dot{\pi}_{-\bar{R}} \dot{\bigotimes}_{V \in \bar{V}} c p d[V]
\end{aligned}
$$

However, when performing an inference query, we are not interested in the answer for all $x_{\bar{E}}$; we are interested in one particular $x_{\bar{E}}$ value. In our original discussion of inference queries, this value was bound by the context in which we used the expression; in the relational representation, it has to be specified in the expression itself. This is performed by a selection $\sigma_{\bar{E}=x_{\bar{E}}}$ :

$$
\sigma_{\bar{E}=x_{\bar{E}}} p[\bar{Q}, \bar{E}]=\sigma_{\bar{E}=x_{\bar{E}}} \stackrel{+}{\pi}-\bar{R} \sum_{V \in \bar{V}}^{*} \operatorname{cpd}[V]
$$

It is also useful to project out the $\bar{E}$ attributes after this selection. They do not provide any information anymore, and when the expression is rewritten it simplifies intermediate schemas; as we will show shortly, the selections and projections regarding the $\bar{E}$ variables can be pushed down to the leaves of the expression.

Note that projecting out the $\bar{E}$ attributes does not reduce the cardinality of the relation; due to the preceding selection, there is only one possibility for the $\bar{E}$ values of a tuple. Because of this, the projection can also be written as $\dot{\pi}_{-\bar{E}}$, where each summation is over a group of one tuple. Thus, we apply the operator $\stackrel{\rightharpoonup}{\pi}_{-\bar{E}}$
to both sides of the above equation. On the right hand side, it can be combined with the already present $\bar{\pi}_{-\bar{R}}$ operator into $\stackrel{\pi}{\bar{Q}}_{\bar{Q}}$, which gives a shorter expression. On the left hand side, it can also be written as $\stackrel{+}{\bar{Q}}_{\bar{Q}}$ :

$$
\stackrel{+}{\pi}_{\bar{Q}} \sigma_{\bar{E}=x_{\bar{E}}} p[\bar{Q}, \bar{E}]={\stackrel{+}{\pi_{\bar{Q}}}}_{\sigma_{\bar{E}=x_{\bar{E}}}}{\underset{V \in \bar{V}}{*}}^{*} p p d[V]
$$

(Inference-BN-Rel)

Now, we can formulate the central thought of this chapter:

> Efficient inference in a Bayesian network boils down to rewriting the right hand side of the above equation into an efficient expression.

Instead of applying this statement to a specific Bayesian network, we can also apply it one level of abstraction higher: then we are talking about a procedure that produces an efficient rewriting for any Bayesian network. This is the level on which the conventional inference procedures operate; however, in the way they are usually presented, these do not only produce such an expression, but also execute it.

In chapter 6, we show that variable elimination and junction tree propagation can easily be interpreted in a way in which they produce a relational expression; its execution can be deferred to a later stage, possibly after further rewriting. There are some things to say in favor of such a separation of concerns:

- The resulting expression can be 'physically' optimized by choosing efficient join algorithms, appropriate indices and table organizations-concerns which are presumably too low-level for inference procedures.
- Inference algorithms can be used on parts of a Bayesian network, after which the resulting expressions are connected. We show this in section 6.1.

But perhaps the largest advantage of viewing inference as 'merely' query rewriting lies not in the use of conventional inference algorithms, but in finding new optimizations. This can in principle be done without any probabilistic knowledge: any rewriting of the expression is correct as long as it respects the relational algebra equivalences. Of course, optimizations can also be guided by probabilistic intuition, and subsequently checked for correctness using relational equivalences.

In the next chapter, we discuss specific rewritings; the remainder of this chapter contains general remarks about rewriting the right hand side expression. Firstly, we note that multi-way $\bigotimes^{*}$ joins usually do not exist as physical operators; to give the inference expression an operational semantics, they have to be rewritten into a parenthesized expression of binary $\bowtie$ joins. In query optimization literature, this is called join ordering, and as we will argue, it is the most challenging task in inference optimization. After doing this, the $\bar{\pi}_{-\bar{V}_{E}}, \sigma_{\bar{V}_{E}=\bar{v}_{E}}$ and $\bar{\pi}_{-\bar{V}_{R}}$ operators can be pushed into the expression, following relational algebra rewrite rules. The parenthesized expression can be imagined as a join tree with the root on top; thus, operators are said to be pushed down the join tree.

The rewrite rules relevant to an evidence variable $E \in \bar{E}$ are the following：
（Distr－Evidence）
As noted before，a $\stackrel{+}{\pi}_{-E}$ aggregation operator after $\sigma_{E=x_{E}}$ is equivalent to a $\pi_{-E}$ operator；with this in mind，the first two cases are basic relational algebra equiv－ alences．The only interesting case is the third one．On the lhs，the $\bowtie$ operator on joins tuples from $r$ and $s$ that agree on $E$ ，but on the rhs this attribute is projected out earlier；therefore，the rhs $\bowtie$ operator could potentially join tuples that did not agree on $E$ before it was projected out．However，the selection predicate on both sides makes sure they do．

In summary，these rewrite rules imply that given any join tree of an inference expression，the ${ }_{\pi_{-E}} \sigma_{E=x_{E}}$ operators for any evidence variable $E \in \bar{E}$ can be pushed down all the way until the leaves（cpds）that contain $E$ ．Applying this for all $\bar{E}$ variables，the inference expression reads
in which we use the abbreviation

$$
c p d_{-\bar{E}}[V] \stackrel{\text { def }}{=} \pi_{-\bar{L}} \sigma_{\bar{L}=x_{\bar{L}}} c p d[V] \quad \text { where } L=\bar{E} \cap \operatorname{schema}(\operatorname{cpd}[V]) .
$$

We will use this expression as starting point for the conventional inference algo－ rithms in section 5．5；by default，we assume that pushing down these operators yields a more efficient expression．However，a notable exception to this is dis－ cussed in section 6．1．

Regarding the variables $R \in \bar{R}$ ，the ${\stackrel{+}{\tau_{-R}}}$ operators can also be pushed down，but generally not as far as for the $\bar{E}$ variables．The distributivity properties（ $\Sigma$－Distr－L） and（ $\Sigma$－DISTR－R $)^{\text {p．}} 19$ can be written in a relational representation using（REPR－SUM） and（Repr－Mult）${ }^{\text {p．} 72}$ ，which provides us with the relevant equivalences：${ }^{1}$

$$
\begin{array}{lll}
\dot{\pi}_{-A}(r \bowtie s)=\dot{\pi}_{-A} r 凶 s & \text { if } A \notin \operatorname{schema}(s) & \text { (DISTR-L) } \\
\dot{\pi}_{-A}(r \bowtie s)=r 凶 \\
\pi_{-A} s & \text { if } A \notin \operatorname{schema}(r) & \text { (DISTR-R) } \tag{Distr-R}
\end{array}
$$

When $r$ and $s$ both contain $A$ ，in general $\stackrel{+}{\pi}_{-A}(r 凶 s)=\stackrel{+}{\pi}_{-A} r \bowtie \stackrel{+}{\pi}_{-A} s$ does not hold． For example，consider the case where $r=s=\llbracket A \rrbracket_{\text {val }}$ with $\operatorname{dom}(A)=\{1,2\}$ ：the lhs would evaluate to a single tuple with val $=1^{2}+2^{2}$ and the rhs to one with val $=(1+2)^{2}$ ．

For an illustration of（Distr－R），consider the relation in figure 5．2d，which corresponds to the expression $\stackrel{+}{\pi}-C^{\tau_{-}}\left(\llbracket A+B \rrbracket_{\text {val }} \bowtie \llbracket A+C \rrbracket_{\text {val }}\right)$ ．Applying（Distr－R）

[^4]to this expression says that it equals $\llbracket A+B \rrbracket_{\text {val }} \bowtie \stackrel{+}{\pi}_{-C} \llbracket A+C \rrbracket_{\text {val }}$ :

| $A$ | $B$ | val |
| ---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 3339 |
| 1 | 3 | 4452 |$=$| $A$ | $B$ | val |
| ---: | ---: | ---: |
| 1 | 2 | 3 |
| 1 | 3 | 4 |$\star$| $A$ | val |
| ---: | :--- |
| 1 | 1113 |

Coming back to the inference expression $\stackrel{\pi}{\pi}_{-\bar{R}}{\underset{\bigotimes}{*}}_{V \in \bar{V}} c p d_{-\bar{E}}[V]$, we can again make the simplifying assumption that it is generally desirable to push down $\underset{\pi}{t}$ operators as far as possible, because they always reduce the number of tuples. However, in making this assumption we ignore, for example, the fact that the cost of $\stackrel{t}{\pi}_{-R} r$ depends on the physical order of $r$, that the cost of later operators is affected by the order that $\stackrel{t}{\pi}_{-R}$ produces, and that it may save costs to join ${\stackrel{t}{\pi_{-A}}}^{\prime}$ and $\stackrel{t}{\pi}_{-B}$ into $\stackrel{+}{\pi}_{-A B}$. In this thesis, we do not give any further thought to these considerations.

Thus, for all $R \in \bar{R}$, we push down $\stackrel{\star}{\pi}_{-R}$ until we encounter a join $r \bowtie$ s for which $R \in \operatorname{schema}(r) \wedge R \in \operatorname{schema}(s)$. The expression tree obtained in that way can also be formed by adding 'project onto' operators to the tree instead of pushing down 'project away' operators. For each subtree $T$ :

- Let $v(T)$ be the set of variables in the schemas of the $c p d_{-\bar{E}}[\ldots]$ relations in $T$ 's leaves (note: these do not contain $\bar{E}$ variables anymore).
- Let $w(T)$ be the union of $\bar{Q}$ and the variables in the $c p d_{-\bar{E}}[\ldots]$ relations in the rest of the tree.
- Replace $T$ with $\stackrel{+}{\tau}_{v(T) \cap w(T)}$.

However, thus far we have neglected the most challenging part: to find the join ordering. In the next section, we visualize this problem using sum-factor diagrams.

### 5.4 Sum-factor diagrams

The schemas of the intermediate relations in an inference expression provide important information about the cost of evaluating the expression. This is especially true if intermediate relations are stored as multi-dimensional arrays, like in the operational semantics in figure 5.4; the size of such an array relates exponentially to the number of dimensions, i.e. the size of the schema. This is the reason why the heuristics in the conventional inference procedures aim to reduce the size of the largest intermediate schema (see section 5.5.4). As a tool for visualizing these intermediate schemas and visually rewriting the expression, we introduce the sum-factor diagram. ${ }^{2}$

[^5]
(a) Sum-factor diagram and expression tree for $p[A] \stackrel{\star}{\star} \stackrel{+}{\pi}-B\left(p[B \mid A] \bowtie \stackrel{+}{{ }_{\tau}^{-}}-C[C \mid B]\right)$.

(b) Sum-factor diagram and expression tree for $p[A] \stackrel{\star}{\stackrel{+}{\pi}-B, C}(p[B \mid A] \bowtie p[C \mid B])$. The third row of the diagram shows that $\stackrel{+}{\pi}_{-C}$ can be pushed one step to the right, resulting in figure 5.5a.

Figure 5.5: Sum-factor diagram (top) and expression tree (bottom) for two equivalent expressions. The vertical axis lists the variables in the expression: $A, B, C$. The horizontal axis corresponds to the intermediate relations in the expression, as shown by the dotted lines. The variables in the schema of a $\AA$ result are shown in gray; those in the schema of the left join operand are shown as dots; those removed by a $t r$ operator are shown as a vertical bar. For symmetry reasons, $\stackrel{\pi}{\pi}$ operators are added above each $\bowtie$, and $\bowtie \llbracket 1 \rrbracket_{\mathrm{val}}$ is added at the bottom of the tree.

### 5.4.1 Sum-factor diagrams for right-deep expressions

A sum-factor diagram shows all the intermediate schemas in a right-deep binary $\star$-tree with $\stackrel{+}{\pi}$ operators above the joins. These schemas are arranged from left to right roughly in the same order as the relations occur in the expression, as is shown in figure 5.5. The regular attributes of the schemas are arranged on the vertical axis; the val attribute is not shown, but is present in each schema. To construct a sum-factor diagram:

1. List the expression's regular attributes on the vertical axis, in any order.
2. For each base relation (cpd), add a column to the diagram, in the same order as the relations occur in the textual representation of the expression. Put a dot in this column for each regular attribute (variable) that occurs in the relation.
3. For each $\stackrel{+}{\pi}_{-\left\{A_{1}, A_{2}, \ldots\right\}}$ operator, add a vertical line for each attribute $A_{i}$ that is summed out. In the textual representation, the $\underset{\pi}{*}$ operator occurs between two base relations; the vertical lines should be placed between the two corresponding columns.
4. For each row in the diagram, color a contiguous group of cells: from right to left, start with the first cell that contains a dot, and end when you encounter
a vertical line. If there is none, continue coloring until the left edge of the diagram.

In sum-factor diagrams, evidence variables are ignored, i.e. omitted from the vertical axis. As explained above, they can always be projected out immediately, and play no role in the cost of an expression. If evidence variables are left out, the running intersection probability (see section 5.5.4) holds for each variable in the diagram, which can immediately be seen by the fact that there is an uninterrupted row of gray cells for that variable.

Sum-factor diagrams also provide a visual way to rewrite a right-deep expression into an equivalent one. Pushing $\tau_{-A}$ down the join tree corresponds to moving the vertical line in row $A$ to the right; due to (Distr-R) ${ }^{\text {p. }} 78$, the line cannot be moved over dots. As we have mentioned before, we usually assume that it is desirable to push all $\bowtie$ operators as far to the right as possible. For example, in figure 5.5 b, the line in row $C$ can only be moved one step to the right (resulting in figure 5.5a), but no further.

However, the challenge in rewriting an inference expression lies not in pushing down $\stackrel{+}{\pi}$ operators down a tree, but in determining the right structure (join order) for that tree-one that allows a lot of $\hbar$ operators to be pushed down far, reducing the size of the intermediate schemas. We first assume trees without $\stackrel{+}{\pi}$ operators; for a right-deep expression, each possible tree corresponds to a permutation of the base relations. Due to associativity and commutativity of $\star$, all permutations are valid. After picking a permutation, the $\pi$ operators can be pushed down.

Thus, the space of right-deep plans for a given inference expression is visualized by all the permutations of the columns of dots, and vertical lines that are always to the left of the dots.

### 5.4.2 Extended sum-factor diagrams for bushy expressions

Although not as useful as for right-deep expressions, sum-factor diagrams can also represent bushy expressions. The horizontal axis of the diagram then (still) corresponds to the rightmost path through the expression tree; the left operand of a join on this path, which in a right-deep expression is always a base relation, can now also be a subtree. The schema of the join result is still shown using gray cells in the corresponding column; the schema of the subtree is still indicated by dots; however, the extra variables that occur in intermediate schemas within the subtree (and have been projected out) are now also shown, using struck out dots. See figure 5.6. Because the sum-factor diagram does not show the inner structure of the subtree, a sub-diagram can be drawn for it.

The rule that the vertical lines in the diagram can be pushed to the right until a dot is met, is now amended with the following clause: if this dot is the only one of that row, the line can be drawn through the dot, and is pushed into the sub-diagram.


Figure 5.6: The extended sum-factor diagram (top) represents the bushy expression
 this diagram corresponds to the subtree in the dotted rectangle. This subtree can itself be represented by another sum-factor diagram, shown in the lower left corner.

### 5.5 Conventional inference procedures

We will review two well-known inference procedures from the AI literature in the relational framework, which means that we present a view that slightly differs from the conventional one. In the conventional view, an inference procedure takes as input a Bayesian network, a set of query variables $X_{Q}$ and a set of evidence $x_{E}$, and outputs the probability distribution $\mathrm{P}\left(x_{Q}, x_{E}\right)$ (or, equivalently, $\mathrm{P}\left(x_{Q} \mid x_{E}\right)$, as we explained above). In our view, the output is a relational algebra expression evaluating to that distribution. However, this does not affect the essence of the procedures.

As we will explain in section 5.5.4, the heuristics guiding these inference procedures try to minimize the dimensionality (the number of attributes) of the intermediate relations. In chapter 6 , we will mostly work with a sparse representation of relations, where dimensionality is not important. Nevertheless, we present these procedures here for a more complete view.

### 5.5.1 Variable elimination

The procedure known as variable elimination[61] or bucket elimination[18] produces an inference expression given an elimination order of the $\bar{R}$ variables. This order, which is usually derived from the structure of the Bayesian network using heuristics, determines the quality of the produced expression; heuristics for a good elimination order are discussed in section 5.5.4. In simple cases, it is also possible
to manually determine a good order.
The procedure (in relational terms) is given by Alg. 2. It processes the $\bar{R}$ variables in the given order; in each step $i$ it joins all the relations containing $R_{i}$, making its result available for later steps.

As input for the algorithm, we use the cpd relations from (Inference-BN-Rel), with the $\stackrel{+}{\pi}_{-\bar{E}} \sigma_{\bar{E}=x_{E}}$ operators already pushed down, as we discussed in section 5.3:

$$
\bar{s}=\left\{c p d_{-\bar{E}}[V] \mid V \in \bar{V}\right\}
$$

Equivalently, we could have used the set $\{\operatorname{cpd}[V] \mid V \in \bar{V}\}$ as input, and afterward push the ${ }_{\pi} \overline{\bar{E}}_{-\bar{E}} \sigma_{\bar{E}=x_{\bar{E}}}$ operators down.

In a recent article[15], it has been shown that variable elimination can be improved by afterward pushing down $\underset{\pi}{+}$ operators where possible.

## Input:

- set of relations $\bar{s}$
- variable elimination order $R_{1}, \ldots, R_{m}$ on the $\bar{R}$ variables

Output: an expression $e$ equivalent to $\pi_{-\bar{R}} \sum_{s \in \bar{S}}^{*} s$
for $i=1 . . m$ do
$\bar{r} \leftarrow\left\{s \mid s \in \bar{s}, R_{i} \in \operatorname{schema}(s)\right\}$
$\bar{s} \leftarrow(\bar{s} \backslash \bar{r}) \cup\left\{\stackrel{+}{\tau}_{-R_{i}}{\underset{\sim}{*}}_{r \in \bar{r}} r\right\}$
end
$e \leftarrow{\underset{s \in \bar{S}}{*} s}$
Note: where the algorithm specifies a multi-way join, any order can be taken.
Algorithm 2: Variable elimination in a relational representation.

### 5.5.2 Junction tree propagation

Junction tree propagation $[45,34]$ is actually a technique to do several inference queries together-originally $\sigma_{\bar{E}=x_{\bar{E}}} p[V, \bar{E}]$ for each $V \in \bar{V}$-which reuses intermediate results so that it only takes twice as much time as doing a single one of these queries. In our initial formulation, however, we take one set of query variables $\bar{Q}$ as our inference goal. In section 5.5.3, we will show how the procedure is extended to handle multiple inference queries by sharing common relational subexpressions.

Like with variable elimination, we use as input the set $\bar{s}$ of cpds with the evidence selected and evidence variables projected away. (In most versions of
junction tree propagation, the evidence is only taken into account after the tree has been constructed. This approach has advantages when performing multiple inference queries with different evidence. However, with fixed evidence, taking this into account can lead to a better triangulation[45].)

As its second input, the junction tree procedure takes an acyclic hypergraph cover of the hypergraph (a set of sets) formed by the schemas (regular attributes) of $\bar{s}$; we explain what this is in section 5.5.4. Equivalently[57], and most common in AI literature, one can take the maximal cliques in the triangulation of the primal graph of this hypergraph; this primal graph can be derived from the Bayesian network by 'marrying' the parents of each node (i.e. adding an edge between each pair of parents), dropping the direction of the arrows, and in our case also removing the evidence variables.

In the junction tree procedure, it is the triangulation that determines the quality of the inference expression and is derived heuristically. Actually, it has a lot in common with finding a variable elimination order, as we explain in section 5.5.4.

The procedure is shown in Alg. 3. It first constructs a maximal spanning tree between the hyperedges (cliques), using the size of their intersections as weights. From this tree (which has sets of attributes as nodes), it takes a node containing $\bar{Q}$ as root, and transforms it into an inference expression by:

- placing a $\stackrel{+}{\pi}$ operator on each edge
- adding each relation $s \in \bar{s}$ as a child of a node containing its regular attributes
- replacing all clique nodes by $\underset{\bigotimes}{*}$ operators
- adding ${\stackrel{t}{\pi_{Q}}}_{\bar{Q}}$ above the root

An example is shown in figure 5.7.

### 5.5.3 Junction tree propagation for multiple queries

In Alg. 3, whatever $\bar{Q}$ is chosen-as long $\bar{Q} \subseteq \bar{C}_{q}$ for some $q$-the same spanning tree can be used, the same $\stackrel{t}{\pi}$ operators are added, and the same $\left\{s, \bar{C}_{i}\right\}$ edges are added. The only differences are the location of the root of the tree and the $\stackrel{\tau}{\bar{Q}}_{\bar{Q}}$ operator. As a consequence, there are a lot of common subexpressions in the inference expressions for different $\bar{Q}$ variables.

The original junction tree algorithm[45] takes advantage of this. By storing and reusing the values of subexpressions, it can perform $n$ inference queries ( $n$ is the number of nodes in the spanning tree) in twice the time of one query. The algorithm picks an arbitrary root of the spanning tree, and traverses each edge $\bar{C}_{i} \mapsto \bar{C}_{j}$ in the spanning tree twice: first from leaves to root (in the direction of the arrow), and then from root to leaves. The first time, it saves $\stackrel{\tau}{\bar{C}}_{\bar{C}_{i} \cap \bar{C}_{j}} \dot{W}_{\text {s on the }} \bar{C}_{i}$ side $s$ in $S_{i j}$; the second time, it saves ${\stackrel{+}{\bar{C}_{i}} \overline{\bar{C}}_{j} \bar{W}_{j} \mathcal{W}_{s \text { on the }} \bar{C}_{j} \text { side }} s$ in $S_{j i}$.

## Input:

- set of relations $\bar{s}$
- acyclic hypergraph cover of $\{\operatorname{regattr}(s) \mid s \in \bar{s}\}$ :
$\left\{\bar{C}_{1}, \ldots, \bar{C}_{n}\right\}$ with $\bar{C}_{i} \subseteq \mathscr{A t t r}$
- set of query variables $\bar{Q}$ and a $q$ for which $\bar{Q} \subseteq \bar{C}_{q}$

Output: an expression $e$ equivalent to $\pi_{\bar{Q}}{\underset{s \in \bar{S}}{*} s}^{\infty}$
$M \leftarrow$ the complete graph with vertices $\bar{C}_{i}$
$w \leftarrow$ the weight function $w\left(\left\{\bar{C}_{i}, \bar{C}_{j}\right\}\right)=\left|\bar{C}_{i} \cap \bar{C}_{j}\right|$
$T \leftarrow$ a maximum weight spanning tree of $M$ weighted with $w$
foreach $s \in \bar{s}$ do
add a node $s$ to $T$
add an edge $\left\{s, \bar{C}_{i}\right\}$ to $T$, for some $C_{i}$ with $\operatorname{regattr}(s) \subseteq \bar{C}_{i}$
end
foreach edge $\left\{\bar{C}_{i}, \bar{C}_{j}\right\}$ in $T$ do
add a node ${\stackrel{\Gamma}{\bar{C}_{i}} \cap \bar{C}_{j}}$ on the edge (replace the old edge with two edges)
end
$e \leftarrow$ the expression tree obtained by replacing every $C_{i}$ with $\mathbb{X}^{*}$, taking $\bar{C}_{q}$ as root
$e \leftarrow \stackrel{\pi}{\bar{Q}} e$
Note: where the algorithm specifies a multi-way join, any order can be taken.
Algorithm 3: Junction tree propagation in a relational representation.

(a) Weighted complete graph $M$ over vertices $\bar{C}_{1}, \bar{C}_{2}, \bar{C}_{3}$, with maximum weight spanning tree $T$ (solid).

$$
\begin{aligned}
& p[B \mid A] \quad p[D \mid A, B] \\
& p[A]-\{A, B, D\} \\
& { }_{\tau_{B, D}}{ }^{\prime} \\
& \text { / } \\
& \{B, D, E\}-\tau_{B}-\{B, C\}-p[C \mid B] \\
& p[E \mid B, D]
\end{aligned}
$$

(b) Relations $\bar{s}$ and $\stackrel{+}{\pi}$ operators have been added to $T$.

(d) Final expression tree $e$ in a more conventional form, with the root on top. The 1-argument join has been removed.

Figure 5.7: An example of Alg. 3, with $\bar{s}=\{p[A], p[B \mid A], p[C \mid B], p[D \mid A, B], p[E \mid B, D]\}, \bar{C}_{1}=$ $\{A, B, D\}, \bar{C}_{2}=\{B, D, E\}, \bar{C}_{3}=\{B, C\}, \bar{Q}=\{A\}$ and $q=1$.

The most simple version of this algorithm is presented as Alg. 4 and known as the Shenoy-Shafer architecture[56]. There is still some redundant work in this version: to calculate an 'outgoing' $S_{a b}$ value it joins the 'incoming' values for all the other edges of $C_{a}$. This join expression is different for each outgoing edge, but there is a lot of overlap. The Hugin architecture[4] described in Alg. 5 improves on this by storing the join of all incoming values in $P_{a}$, and calculating $S_{a b}$ by dividing out $S_{b a}$ from this. We need a new relational operator $r^{-1}$ in order to perform this division:

$$
\begin{aligned}
r^{-1} & =\pi_{\text {regattr }(r), f \mapsto \mathrm{val} r} r \\
f(\{t\}) & = \begin{cases}t(\mathrm{val})^{-1} & \text { if } t(\mathrm{val}) \neq 0 \\
0 & \text { if } t(\mathrm{val})=0\end{cases}
\end{aligned}
$$

This 'pointwise inverse' operator replaces the val value of every tuple with its inverse.

Note that the junction tree algorithms given in the last two sections are provided mainly as a demonstration of their relational algebra formulation; they will not be used in the remainder of the thesis.

### 5.5.4 Acyclic hypergraphs

Both the variable elimination and junction tree techniques depend on heuristics to find a good inference expression. The aim of these heuristics is to minimize the maximum number of attributes in the schemas of the intermediate relations. The goal of this section is to give an overview of the graph-theoretic background of this problem.

In the remainder of this section, we again assume that the input to the problem consists of the set $\bar{s}$. Not the actual contents of these relations are relevant, but only their schemas, so we confine ourselves to

$$
\mathcal{H}=\{\operatorname{regattr}(s) \mid s \in \bar{s}\}=\{\operatorname{regattr}(c p d[V]) \backslash \bar{E} \mid V \in \bar{V}\}
$$

This set $\mathcal{H}$ can be interpreted as a hypergraph. A hypergraph is a generalization of a graph, in which edges are generalized to hyperedges. A hyperedge can have any nonzero number of nodes as endpoints instead of two, and is therefore modeled by a nonempty set of nodes. It is customary to define a hypergraph by just its set of hyperedges $\mathcal{H}$; the set of nodes is then implicitly defined as $\bigcup \mathcal{H}$. The rank of a hypergraph is defined as its maximum edge cardinality:

$$
r(\mathcal{H}) \stackrel{\text { def }}{=} \max _{\bar{H} \in \mathcal{H}}|\bar{H}|
$$

As we will explain later, the set of schemas of the intermediate relations is required to be an acyclic hypergraph cover of $\mathcal{H}$. A hypergraph $\mathcal{H}^{\prime}$ is a hypergraph cover of $\mathcal{H}$

## Input:

- tree $T$ with nodes $\left\{\bar{C}_{1}, \ldots, \bar{C}_{n}\right\} \cup \bar{s}$
(produced after the first foreach loop in Algorithm 3)
- query sets $\bar{Q}_{1}, \ldots, \bar{Q}_{m}$ with $\forall i . \exists j$. $\bar{Q}_{i} \subseteq \bar{C}_{j}$

take an arbitrary $\bar{C}_{r}$ as root of $T$ and orient the edges towards it foreach $\bar{Q}_{i}$ do
add an edge $\bar{Q}_{i} \mapsto \bar{C}_{j}$ for some $\bar{C}_{j}$ containing $\bar{Q}_{i}$
end
foreach edge $\bar{C}_{i} \mapsto \bar{C}_{j}$, from leaves to root do

$$
S_{i j} \leftarrow \bar{\pi}_{\bar{C}_{i} \cap \bar{c}_{j}}\left(\left(\bigotimes_{\text {for each } s \mapsto \bar{c}_{i}} s\right) \bowtie \bigotimes_{h \neq j, c_{h} \text { neighbor of } \bar{C}_{i}} S_{h i}\right)
$$

end
foreach edge $\bar{C}_{i} \mapsto \bar{C}_{j}$, from root to leaves do

$$
S_{j i} \leftarrow{\stackrel{\star}{\bar{C}_{i} \cap \bar{c}_{j}}}\left(\left(\dot{\bigotimes}_{\text {for each } s \mapsto \bar{C}_{j}} s\right) \bowtie \dot{內}_{k \neq i, \bar{C}_{k} \text { neighbor of } \bar{C}_{j}} S_{k j}\right)
$$

end
foreach edge $\bar{Q}_{i} \subseteq \bar{C}_{j}$ do

$$
e_{i} \leftarrow \dot{\pi}_{\bar{Q}_{i}}\left(\left(\dot{\bigotimes}_{\text {for each } s \mapsto \bar{c}_{j}} s\right) \bowtie \grave{\bigotimes}_{k \text { with } \bar{c}_{k} \text { neighbor of } \bar{c}_{j}} S_{k j}\right)
$$

end
Note: where the algorithm specifies a multi-way join, any order can be taken.
Algorithm 4: Multi-query junction tree propagation (Shenoy-Shafer).

## Input:

- tree $T$ with nodes $\left\{\bar{C}_{1}, \ldots, \bar{C}_{n}\right\} \cup \bar{s}$ (produced after the first foreach loop in Algorithm 3)
- query sets $\bar{Q}_{1}, \ldots, \bar{Q}_{m}$ with $\forall i$. $\exists j$. $\bar{Q}_{i} \subseteq \bar{C}_{j}$

Output: expressions $e_{1}, \ldots, e_{m}$ with $e_{i}$ equivalent to ${ }_{\pi_{\bar{Q}}^{i}} \underset{s \in \bar{S}}{*} s$
take an arbitrary $\bar{C}_{r}$ as root of $T$ and orient the edges towards it
foreach $\bar{Q}_{i}$ do
add an edge $\bar{Q}_{i} \mapsto \bar{C}_{j}$ for some $\bar{C}_{j}$ containing $\bar{Q}_{i}$
end
foreach edge $\bar{C}_{i} \mapsto \bar{C}_{j}$, from leaves to root do

foreach edge $\bar{C}_{i} \mapsto \bar{C}_{j}$, from root to leaves do
$S_{j i} \leftarrow \bar{\pi}_{\bar{C}_{i} \cap \bar{c}_{j}} P_{j} \bowtie S_{i j}^{-1}$
$P_{i} \leftarrow P_{i} \bowtie S_{j i}$
end
foreach edge $\bar{Q}_{i} \mapsto \bar{C}_{j}$ do
$e_{i} \leftarrow{\stackrel{+}{\bar{Q}_{i}}} P_{j}$
end
Note: where the algorithm specifies a multi-way join, any order can be taken.
Algorithm 5: Multi-query junction tree propagation (Hugin).
if every edge of $\mathcal{H}$ is contained in some hyperedge of $\mathcal{H}^{\prime}$, i.e.

$$
\forall \bar{H} \in \mathcal{H} . \exists \bar{H}^{\prime} \in \mathcal{H}^{\prime} . \bar{H} \subseteq \bar{H}^{\prime}
$$

Acyclicity of a hypergraph is a somewhat more elusive concept than acyclicity of a graph. One of the possible definitions is as follows: a hypergraph is acyclic iff it has a construction order that always adds a hyperedge $\mathcal{H}_{j}$ whose intersection with the already added hyperedges is contained in (at least) one of them:

$$
\forall j>1 . \exists i<j .\left(\bar{H}_{1} \cup \ldots \cup \bar{H}_{j-1}\right) \cap \bar{H}_{j} \subseteq \bar{H}_{i}
$$

This is known as the running intersection property. A function mapping each $\bar{H}_{j}$ (for $j>1$ ) to an appropriate $\bar{H}_{i}$ (as defined above) is called a branching, and can be thought of as a tree with the $\bar{H}_{i}$ sets as nodes, rooted in $\bar{H}_{1}$. Given a tree like this, it is also possible to take any other node as a root; the result will also be a valid branching for $\mathcal{H}$, albeit with a different construction order[55]. A non-rooted tree $\mathcal{T}$ defining possible branchings for $\mathcal{H}$ is also known as a join tree, junction tree or clique tree for $\mathcal{H}$, and has a desirable property also sometimes referred to as the running intersection property, or clique intersection property:

For two arbitrary nodes $\bar{H}_{j}$ and $\bar{H}_{k}$ of $\mathcal{T}$, every node along the path connecting them contains their intersection $\bar{H}_{j} \cap \bar{H}_{k}$. Sometimes this property is formulated as follows: for every node $A$ of the hypergraph $\mathcal{H}$ (i.e. an element of one of $\mathcal{T}$ 's nodes), the subgraph $\mathcal{T}_{A}$ induced by the nodes containing $A$ is connected.

The converse is also valid[55, 9]: if a tree $\mathcal{T}$ of sets has this property, its sets form an acyclic hypergraph.

Because in an inference expression, the $\stackrel{+}{\pi}_{-R}$ operators can be pushed down only as long as $R$ occurs in one branch, the intermediate relations containing $R$ will always form a connected subtree of the inference expression; therefore, the tree of intermediate schemas will satisfy the running intersection property, and the schemas themselves form an acyclic hypergraph. Furthermore, this hypergraph covers the sets in $\mathcal{H}$, because they form the base relations. Therefore, the search for good inference expressions can be formulated as: Find an acyclic hypergraph cover $C$ of $\mathcal{H}$ with a small $r(C)$.

There is one problem with this formulation: not every acyclic hypergraph corresponds to an inference expression. However, using Alg. 3, we can construct an inference expression from an acyclic hypergraph; the hypergraph of intermediate schemas in this expression will be covered by the hypergraph, and hence have an equal or smaller rank.

The question remains how to find an acyclic hypergraph cover. In the literature, this question has been studied not in terms of hypergraphs, but in terms of the representation of a hypergraph called its primal graph. The primal graph $G(\mathcal{H})$ of hypergraph $\mathcal{H}$ has the same nodes, and contains an edge iff $\mathcal{H}$ has a hyperedge containing both its endpoints. The primal graph representation forgets some of the structure of a hypergraph: for example, the hypergraphs $\{\{A, B, C\}\}$,
$\{\{A, B, C\},\{A, B\}\}$ and $\{\{A, B\},\{B, C\},\{A, C\}\}$ all have the same primal graph. As this example shows, the same primal graph can even represent one hypergraph that is acyclic (the last one) and one that is not. This is not the case if we confine ourselves to conformal hypergraphs. A hypergraph $\mathcal{H}$ is conformal iff every maximal clique of $G(\mathcal{H})$ is a hyperedge of $\mathcal{H}$. When we consider only conformal hypergraphs, their primal graph does determine their acyclicity: a conformal hypergraph is acyclic iff its primal graph is chordal. A graph is chordal (or triangulated) iff every cycle of length at least four has a chord, i.e. an edge joining two nonconsecutive vertices on the cycle. Going from a primal graph $G$ to a conformal hypergraph $\mathcal{H}$ for which $G(\mathcal{H})=G$ is easy: just take the maximal cliques of $G$ as hyperedges.

Thus, to find an acyclic hypergraph cover of $\mathcal{H}$, one can triangulate $G(\mathcal{H})$, i.e. add edges until one arrives at a chordal graph $C G(\mathcal{H})$. Then, its maximal cliques will form the desired acyclic hypergraph cover.

Now, the problem is reduced to finding a good triangulation of $G(\mathcal{H})$ : one that keeps the maximum cliques, and therefore $r(C)$, small. For this, several heuristics are known[40]. Interestingly, these heuristics can also be used to find a good variable elimination order: the nodes of every chordal graph can be arranged into a so-called perfect elimination order, in which the higher-ordered neighbors of each node form a clique. If the $\bar{R}$ variables are eliminated in this order, the schema sizes of the intermediate relations will never be larger than that of the maximum clique.

The reason that heuristics are used is that the problem of finding an acyclic hypergraph cover with minimal rank is NP-hard[7]. This minimal rank minus one is also known as treewidth, and a tree of sets covering the edges of $G$ and satisfying the running intersection property is also known as a tree decomposition of $G[50]$.

## Chapter 6

## Relational inference for sensor models

In this chapter, we apply the theory from chapter 5 to the dynamic Bayesian networks presented in chapters 2 and 3 . Using the relational framework, we develop general inference expressions for these sensor data models that are more efficient than those produced by conventional inference procedures. The expressions derived by the conventional procedures are suboptimal for sensor data for two reasons:

1. In sensor data processing, the same calculations are made over and over. It is better to structure the calculations so that a large part of intermediate results can be shared.
2. The conventional procedures optimize under the implicit assumption that probability distributions are dense, i.e. nonzero for a large part of their domain. In the sensor data models we use, this is not the case: they contain a lot of zeros, and when they are scaled up, it is primarily this number of zeros that increases. Omitting these zeros from the relations (a sparse representation) is therefore crucial, and leads to totally different cost functions and optimization decisions.

Also, the conventional algorithms do not exploit the opportunity to factorize the OR-distribution, without which the inference time of the MSHMM-NOR model (section 3.4) grows exponentially w.r.t. the interval length $D$. Methods to preprocess a Bayesian network (before applying a conventional inference procedure) that factorize the OR-distribution in order to avoid this are known; we show that these methods can also be derived without any reference to probability theory, using only logic and relational algebra. Moreover, thanks to the relational representation, we can adapt the resulting expressions so they make optimal use of the sparse representation.

### 6.1 Exploiting dynamic Bayesian network structure

Compared to a generic Bayesian network, a dynamic Bayesian network has a special structure (section 2.3.3): it repeats for every $t$, and the parents of a variable at time $t$ are either at time $t-1$ or at time $t$ as well. This structure can be exploited for query optimization in two ways.

The first, discussed in section 6.1.1, saves 'query optimization time': the same join tree is built for each $t$, and these are connected to each other. The basic idea is not new, e.g. see [51, section 15.5] and especially [47, section 3.4], but our presentation in relational terms is. Building on these results, the second optimization (section 6.1.2) saves 'run time' by taking advantage of shared subexpressions in the inference expression, and is novel to the best of our knowledge.

Both optimizations are shown for a generic dynamic Bayesian network, consisting of the variables $\bar{V}_{t}=V_{t}^{1}, \ldots, V_{t}^{n}$ for each slice $t$, which is instantiated for $T$ slices. At each time $t$, we observe values $x_{\bar{E}_{t}}$ for the variables $\bar{E}_{t} \subset \bar{V}_{t}$. For simplicity of exposition, we assume for now that $\bar{Q}=\bar{I}_{u}$ : the query variables consist of the interface between $u$ and $u+1$ (recall from section 2.3.3 that $\bar{I}_{u}$ consists of those variables $V_{u}^{i}$ that have a child in $\bar{V}_{u+1}$ ). Thus, the inference expression reads:

$$
\stackrel{+}{\pi}_{\bar{Q}} \sigma_{\bar{E}_{1 . T}=x_{E_{1 . T}}} p\left[\bar{Q}, \bar{E}_{1 . . T}\right]=\stackrel{+}{\pi}_{I_{u}} \sigma_{\bar{E}_{1 . T}=x_{E_{1 . T}}}{\underset{t=0 . . T}{*}}_{\neq} c p d\left[V_{t}^{1}\right] \bowtie \ldots \bowtie \operatorname{cpd}\left[V_{t}^{n}\right]
$$

The two optimizations consist of specific approaches to rewrite this expression.

### 6.1.1 Repeating structure in the inference expression

We partly rewrite the above inference expression using two recursive expressions $f_{t}$ and $b_{t}$ (which the reader familiar with the literature, e.g. [51, chapter 15], may recognize as forward and backward messages):

$$
\begin{align*}
& {\stackrel{+}{\Pi_{Q}}}_{\sigma_{\bar{E}_{1 . T}}=x_{\bar{E}_{1 . T}}} p\left[\bar{Q}, \bar{E}_{1 . T}\right]=f_{u} \bowtie b_{u+1} \\
& f_{t} \stackrel{\text { def }}{=}{\stackrel{\pi}{I_{t}}}_{\bar{E}_{E_{t}}=x_{\bar{E}_{t}}}\left(c p d\left[V_{t}^{1}\right] \bowtie \ldots \bowtie \operatorname{cpd}\left[V_{t}^{n}\right] \bowtie f_{t-1}\right) \\
& b_{t} \stackrel{\text { def }}{=} \stackrel{+}{\bar{I}_{t-1}} \sigma_{\bar{E}_{t}=x_{E_{t}}}\left(c p d\left[V_{t}^{1}\right] \bowtie \ldots \bowtie c p d\left[V_{t}^{n}\right] \bowtie b_{t+1}\right) \\
& f_{0} \stackrel{\text { def }}{=} \llbracket 1 \rrbracket_{\text {val }} \\
& b_{T+1} \stackrel{\text { def }}{=} \llbracket 1 \rrbracket_{\mathrm{val}} \tag{Recursive-DBN}
\end{align*}
$$

Thus, we insert some parentheses in the expression. Also, per (Distr-Evidence) ${ }^{\text {p. }} 78$, we push down $\sigma_{\bar{E}_{t}=x_{\bar{E}_{t}}}$ operators. Thirdly, in the $f_{t}$ expressions, we apply ${\stackrel{ \pm}{I_{\bar{t}}}}$ in accordance with the procedure outlined in section 5.3: the interface variables $\bar{I}_{t}$ are the only variables from $f_{t}$ that also occur somewhere in the surrounding join tree. A similar argument applies to $\bar{I}_{t-1}$ in $b_{t}$. See figure 6.1 for a sum-factor diagram of this partially rewritten expression.


Figure 6.1: Sum-factor diagram for $f_{u} \bowtie b_{u+1}$, the inference expression for a dynamic Bayesian network (see text). For the leftmost relation $f_{u}$, the sum-factor diagram is given in the dotted inset. As the expressions are only partially specified, so are the diagrams: each box labeled $c p d\left[V_{t}^{i}\right]$ represents the yet unspecified join tree for the relations $c p d\left[V_{t}^{1}\right]$ through $\operatorname{cpd}\left[V_{t}^{n}\right]$, which together contain the variables $\bar{V}_{t} \cup \bar{I}_{t-1}$. These cpds are the same for each $t$, so the same join tree (and diagram columns) can be formed for each box in the topmost diagram. This also goes for the inset diagram, except that the cpds for $t=1$ are different.

The $f_{t}$ and $b_{t}$ expressions are small inference expressions themselves, except for one difference: they contain $f_{t-1}$ and $b_{t+1}$ instead of a cpd. However, at least for the conventional inference procedures, there is nothing that prevents treating them in the same way: $f_{t-1}$ is just a relation with $\operatorname{regattr}\left(f_{t-1}\right)=\bar{I}_{t-1}$, and $b_{t+1}$ has $\operatorname{regattr}\left(b_{t+1}\right)=\bar{I}_{t}$. The evidence for this small inference expression consists of $x_{\bar{E}_{t}}$, and the query variables are $\bar{I}_{t}$ (for $f_{t}$ ) or $\bar{I}_{t-1}$ (for $b_{t}$ ).

Although the contents of $f_{t}$ and $b_{t}$ differ for each $t$, their schema is the same, and for the conventional procedures the schema is all that matters. Therefore, to optimize the inference expression for the whole dynamic Bayesian network, the following approach can be taken:

1. Optimize $f_{t}$ using an inference procedure of choice.
2. Optimize $f_{1}$ using an inference procedure of choice (recall from section 2.3.3 that the cpds are different for $t=1$ ).
3. Optimize $b_{t}$ using an inference procedure of choice.
4. Connect the resulting expressions by recursively replacing the references to $f_{t-1}$ and $b_{t+1}$ by their optimized expressions.

In comparison to constructing a global join tree, this approach of chaining together local join trees can save a lot on query optimization time. Also, the repetitive structure created by the recursion shows that inference for a dynamic Bayesian network is in principle linear in $T$. Moreover, the inference can also be done in a streaming way; the join tree can be grown every time a batch of sensor readings arrives.

### 6.1.2 Sharing subexpressions

The structure of a dynamic Bayesian network also provides opportunities for saving query 'run time'. Continuing the rewriting process of the previous section, we show how to rewrite $b_{t}$ such that subexpressions are shared among the different $b_{t}$ instances; the case for $f_{t}$ is analogous. Note that the contents of all base relations $c p d\left[V_{t}^{i}\right]$ in $b_{t}$ are the same for each $t$; only the contents of relation $b_{t+1}$ differ for each $t$. Different for each $t$ as well is the selection predicate in $\sigma_{\bar{E}_{t}=x_{\bar{E}_{t}}}$.

Hence, parts of a join tree for $b_{t}$ that only consist of $c p d\left[V_{t}^{i}\right]$ relations and do not contain $\sigma$ operators can be reused. The extreme case, with maximal sharing, would therefore be to join all the $c p d\left[V_{t}^{i}\right]$ relations before applying a $\sigma$ operator or joining with $b_{t+1}$ :

$$
\begin{aligned}
& b_{t}={\stackrel{\hbar}{I_{t-1}}}_{\bar{I}_{t-1}}\left(\stackrel{+}{\pi_{-\bar{E}_{t}}} \sigma_{\bar{E}_{t}=x_{\bar{E}_{t}}} b_{t}^{\prime} \bowtie b_{t+1}\right) \\
& b_{t}^{\prime}=\rho_{V_{T-1}^{i} \mapsto V_{t-1}^{i}, V_{T}^{i} \mapsto V_{t}} b_{T}^{\prime} \\
& b_{T}^{\prime}=\stackrel{+}{\bar{I}_{T-1} \cup \bar{I}_{T} \cup \bar{E}_{T}}\left(c p d\left[V_{T}^{1}\right] \bowtie \ldots \bowtie c p d\left[V_{T}^{n}\right]\right)
\end{aligned}
$$

The shared relation, whose contents are calculated only once, is $b_{T}^{\prime}$; it is reused as $b_{t}^{\prime}$, with the same contents, only with the attribute names changed to the current $t$. As explained in section 5.3, we can sum out all the attributes that do not occur anywhere else in the join tree, which leaves $\bar{I}_{t-1}, \bar{I}_{t}$ and $\bar{E}_{t}$. The $b_{T}^{\prime}$ expression is not in a tree form yet; again, this can be done by an inference procedure of choice (with no evidence variables, and $\bar{I}_{T-1} \cup \bar{I}_{T} \cup \bar{E}_{T}$ as query variables).

One may-justly-wonder whether the above rewriting of $b_{t}$ is actually an optimization. The shared $b_{T}^{\prime}$ relation runs the risk of becoming very large, because the $\bar{\pi}_{-A}$ operators that project away $\bar{I}_{t}$ and $\bar{E}_{t}$ are not pushed down (nor are those that project away $\bar{I}_{t-1}$, but this also holds for other $b_{t}$ optimizations). This large relation can take a long time to create, consume a lot of storage space, and even be slow to query (i.e. to apply the $\sigma_{\bar{E}_{t}=x_{E_{t}}}$ operator on).

So, these costs have to be compared to the cost of calculating a separate $b_{t}$ relation for each $t$. If $T$ is large (so the time for the upfront calculation of $b_{T}^{\prime}$ can be neglected), and storage space is no issue, the question becomes which is faster: (a) the look-up in the $b_{T}^{\prime}$ relation which has $\left|\bar{I}_{T-1} \cup \bar{I}_{T} \cup \bar{E}_{T}\right|$ attributes (dimensions), or (b) calculating $c p d_{-\bar{E}}\left[V_{t}^{i}\right]$ relations, joining them, and applying $\underset{\pi}{+}$ operators.

The answer to this question depends on the model; in section 6.2, we show that a theoretical analysis for the MSHMM model turns out in favor of the case with shared subexpressions. A further investigation of this question is left for future research. In particular, we would like to point out that we have only discussed the case with maximal sharing above, and that the sharing of smaller subexpressions can also be considered.

As we will show in the next section, the probabilistic semantics of the shared relation (in this case $b_{T}^{\prime}$ ) can be of use in the efficiency analysis. For completeness, we derive them here:

$$
\begin{aligned}
& {\stackrel{\star}{\bar{I}_{T-1} \cup \bar{I}_{T} \cup \bar{E}_{T}}}\left(c p d\left[V_{T}^{1}\right] \bowtie \ldots \bowtie c p d\left[V_{T}^{n}\right]\right) \\
& =\quad \text { by }(\text { Cpd-SLice })^{p} .25 \\
& {\stackrel{+}{\bar{I}_{T-1}}{ }^{\prime} \bar{I}_{T} \cup \bar{E}_{T}} p\left[\bar{V}_{T} \mid \bar{I}_{T-1}\right] \\
& =\quad \text { by }(\text { Marginalize })^{p .15} \text { and the definition of conditional probability } \\
& p\left[\bar{I}_{T}, \bar{E}_{T} \mid \bar{I}_{T-1}\right]
\end{aligned}
$$

### 6.2 Sparseness

The MSHMM (section 2.4.2) is an example of a probabilistic model of which the cpds largely consist of zeros. In the array representation used in figure 5.4 (as well as in most explanations of inference algorithms), these zeros take up storage space as well as processing time. For a small number of zeros, this is acceptable, because the array representation induces little overhead. For larger numbers of zeros, however, it can be more efficient to use a sparse representation of probability
distributions, in which these zero-valued probabilities are neither stored nor used in calculations.

By excluding zero probabilities from a relation, the cardinality of this relation is no longer related to the number of attributes (i.e. the number of probabilistic variables in the expression). As we will show, this can have a profound effect on optimization decisions; we give a theoretic scalability analysis for the MSHMM, in which we assume that the processing time for certain operations scales linearly or logarithmically with the cardinality of the involved relations.

### 6.2.1 Sparse representation

The only thing we have to change in our relational algebra framework to sparsely represent probability distributions (and other expressions) is the way in which we embody a numeric expression. Before, this was defined in (REPr-Expr) ${ }^{\text {p. } 71}$ :

$$
\llbracket \phi \rrbracket_{\mathrm{val}} \stackrel{\text { def }}{=} \llbracket \phi=\mathrm{val} \rrbracket
$$

For the sparse representation, this is changed into:

$$
\begin{equation*}
\llbracket \phi \rrbracket_{\mathrm{val}} \stackrel{\text { def }}{=} \llbracket \phi=\mathrm{val} \wedge \mathrm{val} \neq 0 \rrbracket \tag{Sparse-Repr}
\end{equation*}
$$

A very important property of this new representation is that (Repr-Mult) and (Repr-Sum)p. 73 are still valid. We prove this informally, starting with (Repr-Sum):

$$
\stackrel{+}{\pi}-A^{\lfloor\phi} \rrbracket_{\mathrm{val}}=\llbracket \sum_{a \in \operatorname{dom}(A)} \phi[a / A] \rrbracket_{\mathrm{val}}
$$

On the left hand side, a tuple $t$ is included in the relation iff $\llbracket \phi \rrbracket_{\text {val }}$ has at least one tuple with the same values on $t$ 's regular attributes (and some $a$ for attribute $A$ ); i.e. there is some $a$ for which $\phi \neq 0$. On the right hand side, however, a tuple is included in the relation iff the sum of all outcomes of $\phi$ for all $a \in \operatorname{dom}(A)$ is nonzero. Clearly, the latter implies the former: if the sum is nonzero, there must be at least one nonzero term. The converse also holds if it can be assumed that $\phi$ cannot take negative values, and for probabilities this is the case.

We continue with (Repr-Mult):

$$
\llbracket \phi \rrbracket_{\mathrm{val}} \bowtie \llbracket \psi \rrbracket_{\mathrm{val}}=\llbracket \phi * \psi \rrbracket_{\mathrm{val}}
$$

The left hand side consists of bindings for which $\phi \neq 0$ and $\psi \neq 0$; the right hand side of bindings for which $\phi * \psi \neq 0$. These conditions are equivalent.

### 6.2.2 Exploitation of sparseness in MSHMM

We will now analyze the scalability of the MSHMM; we compare (a) a conventional inference approach using an array representation, (b) the same inference expression using a sparse representation, and (c) an inference expression that uses
a shared subexpression (in a sparse representation). We scale up the model by expanding the detection area, i.e. installing more scanners; the granularity of the discrete location variable (i.e. the number of $\mathrm{m}^{2}$ per $x_{t}$ value) is kept fixed, as well as the density of the scanners (the number of scanners per $\mathrm{m}^{2}$ ). In other words, the $K$ and $L$ parameters of the model are jointly increased (see figure 2.5); we will analyze the effect this has on the inference time of the three approaches.

In all three approaches, we use the rewriting (Recursive-DBN) p. 94 of a dynamic Bayesian network into the recursive $f_{u}$ and $b_{u}$ parts. For the analysis, we restrict ourselves to one $f_{t}$ expression, and assume that the total inference time is given by multiplication with $T$, a constant factor. For the MSHMM, the $f_{t}$ factor to be optimized is:

$$
f_{t}=\stackrel{\star}{\pi}_{X_{t}} \sigma_{S_{t}^{1, K}=s_{t}^{1 . K}}\left(c p d\left[X_{t}\right] \bowtie c p d\left[S_{t}^{1}\right] \bowtie \ldots \bowtie \operatorname{cpd}\left[S_{t}^{K}\right] \bowtie f_{t-1}\right)
$$

Applying variable elimination gives the following result, as there is only one variable ( $X_{t-1}$ ) to eliminate, which occurs in $f_{t-1}$ and $c p d\left[X_{t}\right]$.

$$
f_{t}=\stackrel{+}{\pi_{-X_{t-1}}}\left(f_{t-1} \bowtie c p d\left[X_{t}\right]\right) \bowtie \stackrel{\star}{\pi}_{-S_{t}^{1}} \sigma_{S_{t}^{1}=s_{t}^{1}} c p d\left[S_{t}^{1}\right] \bowtie \ldots \bowtie \stackrel{\star}{\pi}_{-S_{t}^{K}} \sigma_{S_{t}^{K}=s_{t}^{1}} c p d\left[S_{t}^{K}\right]
$$

No matter where we add the parentheses that turn this expression into a binary tree, the inference time will scale quadratically when the array representation is used: all the probabilities $\mathrm{P}\left(s_{t}^{c} \mid x_{t}\right)$ will be taken into account, where $c$ ranges over $1 . . K$ and $x_{t}$ ranges over 1..L.

Most of these sensor probabilities are irrelevant, because most locations $x_{t}$ are out of the question anyway: estimates of the location at earlier times, combined with the knowledge that the mobile device can only move with a certain speed, will give these a zero probability. This probability distribution based on earlier sensor readings is represented by the relation $f_{t-1}$ : due to (Joint-Subset-BN) ${ }^{\text {p. 20 }}$, it holds that

$$
f_{t-1}=\stackrel{t}{\pi}_{X_{t-1}} \sigma_{\bar{S}_{1 . t-1}=\bar{s}_{1 . t-1}} p\left[X_{t-1}, \bar{S}_{1 . t-1}\right]
$$

The number of $X_{t-1}$ locations that have a nonzero joint probability with the sensor input up to $t-1$ depends on when the last y result is received. For example, if one scanner produced y at $t-1$, this number is 9 : see the gray area in figure 2.5. When it has been longer ago, this number grows larger, because the mobile device could have moved further in the mean time. However, this number does not depend on $K$ or $L$, so we will take it into account as a constant factor for the inference time. In the rest of this analysis, we will assume it to be 9 .

Now, if we use the same optimized $f_{t}$ expression as above, but with a sparse representation, $f_{t-1}$ contains 9 tuples. After joining with $\operatorname{cpd}\left[X_{t}\right]$ and projecting out $X_{t-1}$, the resulting relation will contain 13 tuples: all the locations reachable from this area in one step. If there is an index on $X_{t-1}$ for relation $\operatorname{cpd}\left[X_{t}\right]$, this join can be performed in $O(\log L)$ time. For the other part of the $f_{t}$ expression, it
matters how we put the parentheses. Two options are

$$
\begin{aligned}
& f_{t}=\stackrel{+}{\pi_{-X_{t-1}}}\left(f_{t+1} \bowtie \operatorname{cpd}\left[X_{t}\right]\right) \bowtie\left(\left(\left(_{-S_{t}^{1}} \sigma_{S_{t}^{1}=s_{t}^{1}} c p d\left[S_{t}^{1}\right] \bowtie \ldots\right) \bowtie \stackrel{+}{\pi}_{-S_{t}^{K}} \sigma_{S_{t}^{K}=s_{t}^{1}} c p d\left[S_{t}^{K}\right]\right)\right. \\
& f_{t}=\left(\left(\left({\stackrel{\star}{\pi}-X_{t-1}}\left(f_{t+1} \bowtie c p d\left[X_{t}\right]\right) \bowtie \stackrel{\star}{\pi}_{-S_{t}^{1}} \sigma_{S_{t}^{1}=s_{t}^{1}} c p d\left[S_{t}^{1}\right]\right) \bowtie \ldots\right) \bowtie \stackrel{\star}{\pi}_{-S_{t}^{K}} \sigma_{S_{t}^{K}=s_{t}^{1}} c p d\left[S_{t}^{K}\right]\right)
\end{aligned}
$$

The former will still take $O(K L)$ time: almost all scans $S_{t}^{c}$ return a n, and the relation $\pi_{-S_{t}^{c}}{ }_{S_{t}^{c}=n} c p d\left[S_{t}^{c}\right]$ contains $L$ tuples. These relations are joined in $c$ order, and all these join results will contain $L$ tuples until a $\sigma_{S_{t}^{c}=y}$ is encountered for a certain $c$. This can be assumed to happen, on average, for $c=K / 2 .{ }^{1}$

The latter option is better: as the initial relation contains 13 tuples, all join results will also contain a maximum of 13 tuples. Still, $K$ joins are performed, so the inference time will scale as $O(K \log L)$. In fact, it can be argued that a lot of redundant work is performed: the result $s_{t}^{c}$ of each sensor is taken into account and contributes to the processing time, although it is known beforehand that only three results of nearby scanners can be positive. This is true for every imaginable rewriting of $f_{t}$.

If we use the subexpression sharing approach from section 6.1.2, we can avoid this work. We rewrite:

$$
\begin{aligned}
& f_{t}==_{\pi_{-X_{t-1}}}\left(f_{t+1} \bowtie c p d\left[X_{t}\right]\right) \bowtie{\stackrel{i}{\pi}-\bar{S}_{t}}^{\sigma_{\bar{S}_{t}=\bar{s}_{t}} f_{t}^{\prime}} \\
& f_{t}^{\prime}=\rho_{S_{T}^{c} \mapsto S_{t}^{c}, X_{T} \mapsto X_{t}}^{\prime} f_{T}^{\prime} \\
& f_{T}^{\prime}=c p d\left[S_{T}^{1}\right] \bowtie \ldots \bowtie \operatorname{cpd}\left[S_{T}^{K}\right]
\end{aligned}
$$

The $f_{T}^{\prime}$ relation is equal to the joint sensor model $p\left[\bar{S}_{t} \mid X_{t}\right]$, from which we can deduce its size: for each location $x_{t}, 3$ scanners can produce $y$ or $n$ while the others all produce n , which yields $2^{3}=8$ possible $\left(x_{t}, \bar{s}_{t}\right)$ combinations with nonzero probability. Hence, the relation contains $8 L$ tuples; so its storage size scales linearly when we increase the detection area.

If a clever index on $\bar{S}_{t}$ is used, the selection $\bar{S}_{t}=\bar{s}_{t}$ can be performed in $\log K$ time if at least one scan is y . If all scans are n , it is better to postpone the selection, and first join on $X_{t}$ (which takes $\log L$ time if there is an index on $X_{t}$ ). In conclusion, when the upfront calculation is not taken into account, the inference time can scale sublinearly when using a sparse representation.

### 6.3 Two techniques for Noisy-OR

The relation that represents the cpd of an $n$-way logical OR has $n+1$ regular attributes. When $n$ is large, such relations become a bottlenecks for inference; in the MSHMM-NOR, this happens when the time granularity is increased. In this section, we analyze the problem, and present two methods that solve the problem

[^6]
(a) Unoptimized $n$-way logical OR in a Bayesian network.

(b) Sequential decomposition. $C_{0}$ is set to false, i.e. $P\left(C_{0}=\right.$ false $)=1$, and $Y=C_{n}$.

(c) Reverse sequential decomposition; $C_{n+1}$ is set to false, i.e. $P\left(C_{n+1}=f a l s e\right)=1$, and $Y=C_{1}$.

Figure 6.2: Sequential decomposition of the $n$-way OR variable $Y$ into multiple binary OR variables $C_{1}, \ldots, C_{n}$, as a transformation of the Bayesian network.
by factorizing the cpd into smaller relations. The factorizations themselves stem from existing literature, but we show that both can be derived in relational terms, in a similar fashion and without probabilistic knowledge. Also, we point out that the sparse representation can again be crucial for scalability.

### 6.3.1 The problematic relation

Throughout this section we assume that the stochastic variable $Y$ is defined as the logical OR of the variables $X_{1}, \ldots, X_{n}$. We use the Iverson notation again; recall from section 3.2 that $\langle$ true $\rangle \stackrel{\text { def }}{=} 1$ and $\langle f a l s e\rangle \stackrel{\text { def }}{=} 0$. We show the definition of the cpd for $Y$, first as a conventional probabilistic definition, and then as a relation:

$$
\begin{aligned}
\mathrm{P}\left(y \mid x_{1}, \ldots, x_{n}\right) & =\left\langle y=x_{1} \vee \ldots \vee x_{n}\right\rangle \\
\operatorname{cpd}[Y]=p\left[Y \mid X_{1}, \ldots, X_{n}\right] & =\llbracket\left\langle Y=X_{1} \vee \ldots \vee X_{n}\right\rangle \rrbracket_{\text {val }}
\end{aligned}
$$

There are two problems with this relation. Firstly, its cardinality becomes exponentially large as $n$ is increased. It has $2^{n+1}$ tuples in an array representation, and $2^{n}$ in a sparse one: given certain values $X_{1}$ though $X_{n}$-for which $2^{n}$ combinations are possible-one $Y$ value is correct (this tuple has val $=1$ ) and one is incorrect (the tuple has val $=0$, and is not included in the sparse representation).

Secondly, as a consequence, intermediate relations resulting from a join with this relation become large as well. As a running example, we use the Bayesian network fragment shown in figure 6.3a, where $n=8$ and the $X_{i}$ variables are

(a) Bayesian network fragment (a part of a larger model in which the $X_{i}$ chain continues to the left and right).

(b) Sum-factor diagram of the optimal inference expression for the variables in this fragment, with $\bar{Q}=X_{0}$ and $\bar{E}=Y$. The $c p d[Y]$ relation is placed in the middle, and $c p d\left[X_{1}\right]$ through $c p d\left[X_{n}\right]$ are arranged around it from left to right.

Figure 6.3: Running example: a logical OR in a larger network with a chain.
connected in a chain. This fragment has approximately the same structure as the intervals in the MSHMM-NOR model, but is simplified for explanatory purpose. Consider the inference query with $\bar{Q}=\left\{X_{0}\right\}$ and $\bar{E}=\{Y\}$ (which may occur as part of a backward pass in a larger model where the $X$-chain extends further to the left and right):

$$
\stackrel{+}{\pi}_{X_{0}} \sigma_{Y=y}\left(c p d[Y] \bowtie c p d\left[X_{1}\right] \bowtie \ldots c p d\left[X_{n}\right]\right)
$$

An optimized right-deep join tree for this query is shown as a sum-factor diagram in figure 6.3b. Note that $Y$ is omitted on the vertical axis because it is an evidence variable. Placing the $\operatorname{cpd}[Y]$ relation in the middle minimizes the number of intermediate attributes, but there is no way to avoid intermediate relations of up to $(n / 2)+1$ attributes.

In this way, the $c p d[Y]$ relation will always become a bottleneck in inference when $n$ gets large. However, these problems can be solved by factoring $c p d[Y]$ into smaller relations. In the remainder of this section, we review two such factorizations known from the AI literature, again in relational terms. We show that the relational representation helps to demonstrate the correctness of the factorizations, and that the sparse physical representation is useful in the case that the 'output' variable is observed as false (which occurs a lot in our sensor data models): then processing the logical OR need not produce any extra tuples at all.

### 6.3.2 Sequential decomposition

The first factorization is known as sequential decomposition[31]. In the Bayesian network under consideration, it replaces the probabilistic variable $Y$ with a sequence of variables $C_{0}, \ldots, C_{n}$ whose cpds all represent a binary logical OR. They are strung together so that $C_{i}$ represents the cumulative OR value of $X_{1}$ through $X_{i}$ (see figure 6.2b). The first variable $C_{0}$ is fixed at false; the last variable $C_{n}$ is
equal to $Y$. Thus, the $C_{i}$ variables have the following cpd:

$$
\begin{aligned}
c p d\left[C_{i}\right]=p\left[C_{i} \mid C_{i-1}, X_{i}\right] & =\llbracket\left\langle C_{i}=C_{i-1} \vee X_{i}\right\rangle \rrbracket_{\mathrm{val}} \\
c p d\left[C_{0}\right]=p\left[C_{0}\right] & =\llbracket\left\langle C_{0}=\text { false }\right\rangle \rrbracket_{\mathrm{val}}
\end{aligned}
$$

Using the relational representation, we can prove that this factorization, namely $c p d[Y]=\rho_{C_{n} \mapsto Y \tau_{-\left\{C_{0}, \ldots, C_{n-1}\right\}} \mathbb{X}_{0 \leq i \leq n}} c p d\left[C_{i}\right]$, is valid. We first need two auxiliary theorems about representing booleans by 0 and 1, namely that $\bowtie$ functions as $\wedge$ and $\pi$ (under a certain condition) as $\exists$. The first theorem reads:

$$
\llbracket\langle\theta\rangle \rrbracket_{\text {val }} \bowtie \llbracket\langle\kappa\rangle \rrbracket_{\text {val }}=\llbracket\langle\theta\rangle *\langle\kappa\rangle \rrbracket_{\text {val }}=\llbracket\langle\theta \wedge \kappa\rangle \rrbracket_{\text {val }}
$$

The validity of the first equation follows from (Repr-Mult) ${ }^{\text {p. } 72}$, and that of the second one by comparing the truth table of $\wedge$ with the multiplication table of 0 and 1 . The second theorem reads:

$$
\stackrel{\pi}{\pi}_{-A} \llbracket\langle\theta\rangle \rrbracket_{\mathrm{val}}=\llbracket \sum_{a}\langle\theta[a / A]\rangle \rrbracket_{\mathrm{val}}=\llbracket\langle\exists a . \theta[a / A]\rangle \rrbracket_{\mathrm{val}} \quad \text { if } A \text { is a function }
$$

The first equation is valid due to (REpr-Sum) ${ }^{p} 73$. In the middle relation, the expression $\sum_{a}\langle\theta[a / A]\rangle$ yields, given a binding of the schema $(\theta) \backslash\{A\}$ attributes, the number of bindings for $A$ that make $\theta$ true. If $\theta$ implies that $A$ is a function of a subset of $\operatorname{schema}(\theta) \backslash\{A\}$, this is at most one: if there exists such a binding it yields 1 , otherwise it yields 0 . Therefore, the expression equals $\langle\exists a \cdot \theta[a / A]\rangle$.

Now, the relational factorization introduced above follows from the predicate logic factorization of an $n$-way OR into $n$ binary ORs:

$$
\begin{aligned}
& c p d[Y] \\
& =\quad \text { definition of } c p d[Y] \\
& \llbracket\left\langle Y=X_{1} \vee \ldots \vee X_{n}\right\rangle \rrbracket_{\text {val }} \\
& =\text { renaming an attribute } \\
& \rho_{C_{n} \mapsto r} \llbracket\left\langle C_{n}=X_{1} \vee \ldots \vee X_{n}\right\rangle \rrbracket_{\text {val }} \\
& =\text { predicate logic } \\
& \rho_{C_{n} \mapsto \Upsilon} \llbracket\left\langle\exists c_{0}, \ldots, c_{n-1} .\left(C_{n}=c_{n-1} \vee X_{n}\right) \wedge \ldots \wedge\left(c_{1}=c_{0} \vee X_{1}\right\rangle \wedge\left(c_{0}=\text { false }\right) \rrbracket_{\text {val }}\right. \\
& =\text { second auxiliary theorem } \\
& \rho_{C_{n} \mapsto \gamma}{\stackrel{+}{\pi_{-}}-\left\{C_{0}, \ldots, C_{n-1}\right\}} \llbracket\left(\left(C_{n}=C_{n-1} \vee X_{n}\right) \wedge \ldots \wedge\left(C_{1}=C_{0} \vee X_{1}\right) \wedge\left(C_{0}=f a l s e\right)\right\rangle \rrbracket_{\text {val }} \\
& =\text { first auxiliary theorem } \\
& \rho_{C_{n} \mapsto Y} \stackrel{+}{\pi}-\left\{C_{0}, \ldots, C_{n-1}\right\}\left(\llbracket\left\langle C_{n}=C_{n-1} \vee X_{n}\right\rangle \rrbracket_{\text {val }} \bowtie \ldots \bowtie \llbracket \llbracket\left\langle C_{1}=C_{0} \vee X_{1}\right\rangle \rrbracket_{\text {val }} \bowtie \llbracket \llbracket\left\langle C_{0}=\text { false }\right\rangle \rrbracket_{\text {val }}\right) \\
& =\quad \text { definition of } c p d\left[C_{i}\right] \\
& \rho_{C_{n} \mapsto \gamma}{\stackrel{+}{\pi}-\left\{C_{0}, \ldots, C_{n-1}\right\}}^{\sum_{\neq}^{*}} \begin{array}{l}
0 \leq i \leq n \\
\\
c p d\left[C_{i}\right]
\end{array}
\end{aligned}
$$

If $c p d[Y]$ in the running example is substituted with this factorization, the intermediate relations after optimization can be kept small: by interleaving the $\operatorname{cpd}\left[C_{i}\right]$


Figure 6.4: Sum-factor diagrams of the optimized inference expressions for the running example (figure 6.3a), where $c p d[Y]$ is replaced by a factorization into smaller relations. The maximum number of attributes in the intermediate relations is not dependent on $n$ anymore.
relations between the $\operatorname{cpd}\left[X_{i}\right]$ and $\operatorname{cpd}\left[X_{i+1}\right]$ relations in the chain, the three relations that contain attribute $X_{i}$ are kept close to each other, so this attribute can be projected out as soon as possible. This optimization is written as follows:

$$
\begin{aligned}
& \stackrel{+}{\pi_{X}} \sigma_{Y=y}\left(c p d[Y] \bowtie \operatorname{cpd}\left[X_{1}\right] \bowtie \ldots \bowtie \operatorname{cpd}\left[X_{n}\right]\right)=\stackrel{+}{\pi}_{-C_{0}}\left(c p d\left[C_{0}\right] \bowtie b_{1}\right) \\
& \text { where } b_{i}=\stackrel{+}{\pi_{-X}}-\left(c p d\left[X_{i}\right] \bowtie \stackrel{+}{\pi_{-C_{i}}}\left(c p d\left[C_{i}\right] \bowtie b_{i+1}\right)\right) \\
& b_{n}=\stackrel{t_{-}}{-X_{n}}\left(c p d\left[X_{n}\right] \bowtie \stackrel{t_{-}}{C_{n}} \sigma_{C_{n}=y} c p d\left[C_{n}\right]\right)
\end{aligned}
$$

Note that we have eliminated the renaming operator by directly using $C_{n}=$ $y$ as the selection predicate. This optimized expression is shown in the sumfactor diagram in figure 6.4a. The intermediate relations now have a maximum dimensionality of 3 ; therefore, inference time is no longer exponential in $n$, but only linear.

If the sparse representation is used, and $y=$ false, the above optimization is even more efficient. The relation $c p d\left[C_{n}\right]$ at the end of the expression contains only one tuple for which the selection predicate $C_{n}=$ false holds: the one for which $C_{n}, C_{n-1}$ and $X_{n}$ are all false (if the sparse representation is not used, the 3 tuples with other values for $C_{n}$ and $X_{n-1}$ are also included, with val $=0$ ). A little higher up in the expression tree, each tuple in $b_{n}$ will therefore also have $C_{n-1}=$ false. It will only join with the one tuple from $c p d\left[C_{n-1}\right]$ for which $C_{n-1}$ is false. This process continues upwards: hence, joining with $\operatorname{cpd}\left[C_{i}\right]$ relations will never cause an increase in tuples.

Besides this, the sparse representation provides more opportunities for opti-
mization. First, note that an expression of the form $\llbracket\langle\phi\rangle \rrbracket_{\text {val }}$ contains only tuples with val = 1: those for which $\phi$ is true. This means that it can also be written as $\llbracket \phi \rrbracket \bowtie \llbracket 1 \rrbracket_{\mathrm{val}}:$

$$
\begin{aligned}
& \begin{array}{c}
\llbracket\left\rangle \rrbracket_{\text {val }}\right. \\
\text { by }(\text { SPARSE-REPR })^{\mathrm{p} .98}
\end{array} \\
= & \llbracket\langle\phi\rangle=\mathrm{val} \wedge \mathrm{val}>0 \rrbracket \\
= & \llbracket\langle\phi\rangle=1 \wedge \mathrm{val}=1 \rrbracket \\
= & \llbracket \phi \wedge \mathrm{val}=1 \rrbracket \\
= & \llbracket \phi \rrbracket \bowtie \llbracket \mathrm{val}=1 \rrbracket \\
& \quad \text { by }\left(\text { SPARSE-REPR }^{\mathrm{p} .98}\right. \\
& \llbracket \phi \rrbracket \bowtie \llbracket 1 \rrbracket_{\text {val }}
\end{aligned}
$$

In the expression to be optimized, all $c p d\left[C_{i}\right]$ can be rewritten like this. Afterward, we apply the rewrite rule

$$
\left(r \bowtie \llbracket 1 \rrbracket_{\mathrm{val}}\right) \bowtie s=r \bowtie s
$$

(where val $\notin \operatorname{schema}(r)$, val $\in \operatorname{schema}(s)$ ). Thus, the expression is rewritten as

$$
\begin{aligned}
& \stackrel{\star}{\pi}_{X_{0}} \sigma_{Y=y}\left(c p d[Y] \bowtie c p d\left[X_{1}\right] \bowtie \ldots 凶 \operatorname{cpd}\left[X_{n}\right]\right)=\stackrel{\star}{\pi}_{-C_{0}}\left(\llbracket C_{0}=f a l s e \rrbracket \bowtie b_{1}\right) \\
& \text { where } b_{i}=\stackrel{+}{\pi}_{-X_{i}}\left(c p d\left[X_{i}\right] \bowtie \stackrel{+}{\pi}_{-C_{i}}\left(\llbracket C_{i}=C_{i-1} \vee X_{i} \rrbracket \bowtie b_{i+1}\right)\right) \\
& b_{n}={\stackrel{\star}{\pi}-X_{n}}^{\left(c p d\left[X_{n}\right] \bowtie \stackrel{+}{\pi_{-C_{n}}} \sigma_{C_{n}=y} \llbracket C_{n}=C_{n-1} \vee X_{n} \rrbracket\right)}
\end{aligned}
$$

If the appropriate join operator $\bowtie_{\theta}$ is available, this can subsequently be rewritten into:

$$
\begin{aligned}
& \stackrel{+}{\pi_{X}} \sigma_{Y=y}\left(c p d[Y] \bowtie \operatorname{cpd}\left[X_{1}\right] \bowtie \ldots \bowtie \operatorname{cpd}\left[X_{n}\right]\right)=\stackrel{+}{\pi}_{-C_{0}}\left(\llbracket C_{0}=\text { false } \rrbracket \bowtie b_{1}\right) \\
& \text { where } b_{i}=\stackrel{+}{\pi_{-X}}\left(\operatorname{cpd}\left[X_{i}\right] \bowtie \stackrel{+}{\pi}_{-C_{i}}\left(\llbracket C_{i-1} \rrbracket \bowtie_{C_{i}=C_{i-1} \vee X_{i}} b_{i+1}\right)\right) \\
& b_{n}=\stackrel{+}{\pi_{-}} X_{n}\left(c p d\left[X_{n}\right] \bowtie_{y=C_{n-1} \vee X_{n}} \llbracket C_{n-1} \rrbracket\right)
\end{aligned}
$$

One final note about all optimizations presented thus far: in the running example, we assumed a backwards pass over the $X_{n}$ variables. Due to the direction of the sequential decomposition, the evidence variable $Y$ corresponded to $C_{n}$, and therefore the evidence selection $\sigma_{C_{n}=y}$ could be inserted at the bottom of the expression. If we are performing a forward pass instead (see section 6.1), we can
better use a reverse sequential decomposition (figure 6.2c):

$$
\begin{gathered}
c p d[Y]=\rho_{C_{1} \mapsto \gamma^{+}}-\left\{C_{2}, \ldots, C_{n+1}\right\} \\
\sum_{0 \leq i \leq n}^{*} c p d\left[C_{i}\right] \\
c p d\left[C_{i}\right]=p\left[C_{i} \mid C_{i+1}, X_{i}\right]=\llbracket\left\langle C_{i}=C_{i+1} \vee X_{i}\right\rangle \rrbracket_{\mathrm{val}} \\
c p d\left[C_{n+1}\right]=p\left[C_{n+1}\right]=\llbracket\left\langle C_{n+1}=\text { false }\right\rangle \rrbracket_{\mathrm{val}}
\end{gathered}
$$

This way, when we build a forward chain, i.e. with the $X_{1}$ variable at the bottom and $X_{n}$ on top, we can insert $\sigma_{C_{1}=y}$ at the bottom again, and profit from the reduction of tuples throughout the whole expression when $y=$ false and the representation is sparse.

### 6.3.3 The Díez-Galán Noisy-MAX decomposition

A second factorization for the OR cpd has been proposed by Díez and Galán[20], and is similar to a factorization we have used earlier[24]. However, it is more general; it factorizes the multi-way MAX function, of which the multi-way OR is a special case when false is represented by 0 , and true by 1 . In this section, we show that this factorization can be derived, and therefore easily verified, relationally.

The cpd $\mathrm{P}\left(y \mid x_{1}, \ldots, x_{n}\right)$ now represents the MAX function with input variables $X_{1 . . n}$ and output variable $Y$, all with domain $0 . . m$ (of which the logical OR is an instance with $m=1$ ):

$$
\operatorname{cpd}[Y]=p\left[Y \mid X_{1}, \ldots, X_{n}\right]=\llbracket\left\langle y=\operatorname{MAX}\left(X_{1}, \ldots, X_{n}\right)\right\rangle \rrbracket_{\mathrm{val}}
$$

The MAX function can be characterized as follows:

$$
y=\operatorname{MAX}\left(x_{1}, \ldots, x_{n}\right) \equiv\left(\bigwedge_{i=1 . . n} x_{i} \leq y\right) \wedge \neg\left(\bigwedge_{i=1 . . n} x_{i} \leq y-1\right)
$$

The rhs is of the form $p \wedge \neg q$, for which $q \rightarrow p$ holds; indeed, if all $x_{i}$ are less than $y-1$, they are also less than $y$. We can rewrite its numeric representation:

$$
\begin{aligned}
= & \langle p \wedge \neg q\rangle \\
= & \langle p\rangle *\langle\neg q\rangle \\
= & \langle p\rangle *(1-\langle q\rangle) \\
= & \langle p\rangle-\langle p\rangle *\langle q\rangle \\
= & \langle p\rangle-\langle p \wedge q\rangle \\
= & \quad \text { because } q \rightarrow p \\
& \langle p\rangle-\langle q\rangle
\end{aligned}
$$

We use this result in the following derivation, in which we rewrite the MAX function into a sum-of-products form that can be represented relationally:

$$
\begin{aligned}
& \llbracket\left\langle y=\operatorname{MAX}\left(X_{1}, \ldots, X_{n}\right)\right\rangle \rrbracket_{\text {val }} \\
& = \\
& \llbracket\left\langle\left(\bigwedge_{i=1 . . n} X_{i} \leq Y\right) \wedge \neg\left(\bigwedge_{i=1 . . n} X_{i} \leq Y-1\right)\right\rangle \rrbracket_{\mathrm{val}} \\
& =\quad \text { just derived } \\
& \llbracket\left\langle\bigwedge_{i=1 . . n} X_{i} \leq Y\right\rangle-\left\langle\bigwedge_{i=1 . n} X_{i} \leq Y-1\right\rangle \rrbracket_{\text {val }} \\
& = \\
& \llbracket\left(\prod_{i=1 . . n}\left\langle X_{i} \leq Y\right\rangle\right)-\prod_{i=1 . . n}\left\langle X_{i} \leq Y-1\right\rangle \rrbracket_{\text {val }} \\
& =\text { see below } \\
& \llbracket \sum_{0 \leq y^{\prime} \leq m} \Delta\left(Y, y^{\prime}\right) * \prod_{i=1 . . n}\left\langle X_{i} \leq y^{\prime}\right\rangle \rrbracket_{\text {val }} \\
& =\quad \text { by }(\text { Repr-Sum }) \text { and }(\text { Repr-Mult })^{\text {p. } 72} \\
& {\stackrel{+}{\pi}-Y^{\prime}}\left(\llbracket \Delta\left(Y, Y^{\prime}\right) \rrbracket_{\text {val }} \bowtie \dot{\bigotimes}_{1 \leq i \leq n} \llbracket\left\langle X_{i} \leq Y^{\prime}\right\rangle \rrbracket_{\text {val }}\right)
\end{aligned}
$$

In the equality marked 'see below', we replace a subtraction of two similar terms (differing only in $Y$ vs. $Y-1$ ) by a summation. For this purpose, an auxiliary function $\Delta\left(y, y^{\prime}\right)$ is used:

$$
\Delta\left(y, y^{\prime}\right)= \begin{cases}1 & \text { if } y^{\prime}=y \\ -1 & \text { if } y^{\prime}=y-1 \\ 0 & \text { otherwise }\end{cases}
$$

In the summation, $y^{\prime}$ can start at 0 , as the term $\left\langle X_{i} \leq-1\right\rangle$ that $y^{\prime}=-1$ would contribute always equals 0 (because $X_{i}$ has domain $0 . . m$ ).

Again, this factorization rewrites an $n$-dimensional relation into a join of lowdimensional relations, which can be interleaved between the $c p d\left[X_{i}\right]$ relations in the inference expression for our running example:

$$
\begin{aligned}
& \stackrel{+}{\pi_{X}} \sigma_{Y=y}\left(c p d[Y] \bowtie c p d\left[X_{1}\right] \bowtie \ldots \bowtie c p d\left[X_{n}\right]\right)=\stackrel{+}{\pi_{-Y}} b_{1} \\
& \text { where } \left.\left.b_{i}=\stackrel{\star}{\pi}_{-X_{i}}\left(\llbracket\left\langle X_{i} \leq Y^{\prime}\right\rangle\right]_{\text {val }} \bowtie\left(\operatorname{cpd} d X_{i}\right] \bowtie b_{i+1}\right)\right) \\
& b_{n}=\stackrel{\star}{\pi}_{-X_{n}}\left(\llbracket\left\langle X_{n} \leq Y^{\prime}\right\rangle \rrbracket_{\text {val }} \bowtie\left(c p d\left[X_{n}\right] \bowtie \dot{\pi}_{-Y} \sigma_{Y=y} \llbracket \Delta\left(Y, Y^{\prime}\right) \rrbracket_{\text {val }}\right)\right)
\end{aligned}
$$

The sum-factor diagram for this expression is shown in figure 6.4b. Like with the sequential decomposition, the number of attributes in the intermediate relations is no longer dependent on $n$.

Using the sparse representation for this expression brings the same advantage in the $y=0$ case as it did for the sequential decomposition expression in the $y=$ false case. The relation $\sigma_{Y=0} \llbracket \Delta\left(Y, Y^{\prime}\right) \rrbracket_{\text {val }}$ contains only one tuple, with $Y=0$,
$Y^{\prime}=0$, and val $=1$; relations higher up in the tree will therefore only have tuples with $Y^{\prime}=0$, and join with one tuple from $\llbracket X_{i} \leq Y^{\prime} \rrbracket_{\text {val }}$.

Also, the optimizations for the sparse representation can be applied again. The $\llbracket\langle\phi\rangle \rrbracket_{\text {val }} \bowtie s$ occurrences are replaced with $\llbracket \phi \rrbracket \bowtie s$ :

$$
\begin{aligned}
& \stackrel{+}{\pi_{X}} \sigma_{Y=y}\left(c p d[Y] \bowtie \operatorname{cpd}\left[X_{1}\right] \bowtie \ldots \bowtie \operatorname{cpd}\left[X_{n}\right]\right)=\stackrel{+}{\pi}_{-\gamma}, b_{1} \\
& \text { where } b_{i}={\stackrel{+}{\pi}-X_{i}}\left(\llbracket X_{i} \leq Y^{\prime} \rrbracket \bowtie\left(c p d\left[X_{i}\right] \bowtie b_{i+1}\right)\right) \\
& b_{n}=\stackrel{+}{\pi_{-X}}\left(\llbracket X_{n} \leq Y^{\prime} \rrbracket \bowtie\left(c p d\left[X_{n}\right] \bowtie \stackrel{+}{\pi_{-Y}} \sigma_{Y=y} \llbracket \Delta\left(Y, Y^{\prime}\right) \rrbracket_{\text {val }}\right)\right)
\end{aligned}
$$

In the expressions $\llbracket X_{i} \leq Y^{\prime} \rrbracket \bowtie(s 凶 t)$, the $X_{i}$ and $Y^{\prime}$ attributes already occur in schema(s $\bowtie t)$, so they can be rewritten into $\sigma_{X_{i} \leq Y^{\prime}}(s \bowtie t)$, and if the $\bowtie_{\theta}$ operator is available even into $s \bowtie_{X_{i} \leq Y^{\prime}}$ t:

$$
\begin{aligned}
& {\stackrel{+}{\pi_{X}}}^{\sigma_{Y=y}}\left(c p d[Y] \bowtie c p d\left[X_{1}\right] \bowtie \ldots \bowtie \operatorname{cpd}\left[X_{n}\right]\right)=\stackrel{+}{\pi_{-Y}} b_{1} \\
& \text { where } b_{i}={\stackrel{+}{\pi}-X_{i}}\left(\operatorname{cpd}\left[X_{i}\right] \dot{\star}_{X_{i} \leq Y^{\prime}} b_{i+1}\right) \\
& b_{n}=\stackrel{+}{\pi}_{-X_{n}}\left(c p d\left[X_{n}\right] \stackrel{\star}{\star}_{X_{n} \leq Y^{\prime}} \stackrel{+}{\tau}-Y^{\sigma_{Y=y}} \llbracket \Delta\left(Y, Y^{\prime}\right) \rrbracket_{\text {val }}\right)
\end{aligned}
$$

A rewrite rule that is often useful in combination with the Díez-Galán decomposition is the following:

$$
\stackrel{+}{-}_{-X}\left(\llbracket X \leq Y \rrbracket \bowtie \llbracket \phi \rrbracket_{\mathrm{val}}\right)=\llbracket \sum_{x \leq Y} \phi[x / X] \rrbracket_{\mathrm{val}}
$$

Although this does not apply to our running example, it is often the case that after the factorization, $c p d\left[X_{i}\right]$ and $\llbracket X_{i} \leq Y^{\prime} \rrbracket$ are the only relations in the inference expression that contain $X_{i}$ as an attribute, so $\stackrel{+}{\pi}_{-X_{i}}$ can be pushed down to the join of these relations. Applying the rewrite rule then yields:

$$
\begin{aligned}
& \stackrel{+}{\pi_{-X_{i}}}\left(\llbracket X_{i} \leq Y^{\prime} \rrbracket \bowtie \operatorname{cpd}\left[X_{i}\right]\right) \\
= & \quad \text { definition } \\
= & \stackrel{+}{\pi_{-X}}\left(\llbracket X_{i} \leq Y^{\prime} \rrbracket \bowtie \llbracket \mathrm{P}\left(X_{i} \mid \ldots\right) \rrbracket_{\text {val }}\right) \\
& \text { rewrite rule } \\
& \llbracket \sum_{x_{i} \leq Y^{\prime}} \mathrm{P}\left(x_{i} \mid \ldots\right) \rrbracket_{\text {val }}
\end{aligned}
$$

Thus, instead of the normal cpd, a cumulative cpd for $X_{i}$ is used. For each value of the parents of $X_{i}$, these cumulative probabilities can be calculated using $m$ additions. This calculation is made only once; in return, all the ${ }_{\pi_{-X}}$ operators are removed from the inference expression.

A caveat for the Díez-Galán decomposition is that it produces tuples for which $\mathrm{val}<0$. Therefore, the condition that enables the use of (Repr-Sum) (see section 6.2.1) in the sparse representation does not hold anymore: the left-hand side
may contain tuples with val $=0$. Of course, if this becomes a problem, one can always filter these tuples out: the equation

$$
\sigma_{\mathrm{val} \neq 0}{\stackrel{+}{\tau_{-A}}}_{-} \llbracket \phi \rrbracket_{\mathrm{val}}=\llbracket \sum_{a \in \operatorname{dom}(A)} \phi[a / A] \rrbracket_{\mathrm{val}}
$$

does hold (for the sparse representation).

### 6.4 Analysis of MSHMM-NOR inference

For the MSHMM-NOR (section 3.4), the optimizations from the previous chapters can be combined. We apply the recursive query plan for Bayesian networks, the Díez-Galán decomposition, and the sharing of the sparse MSHMM sensor model. We start with the recursive query plan (Recursive-DBN)p. ${ }^{94}$, and consider only the backwards message $b_{t}$ here for simplicity.

Note the restrictions on $c$ under the $\sum^{*}$ operators; they are there because in the MSHMM-NOR model, the variables $S_{t}^{c}$ and $A_{t}^{c}$ exist only for certain combinations of $c$ and $t$. Also, because the MSHMM-NOR is not strictly a dynamic Bayesian network, we have adopted a more general definition of the interface variables $\bar{I}_{t}$; these are now the $\bar{V}_{i}$ variables, for all $i \leq t$, that have any $V_{j}$ variable as a child, for $t<j$. This is to make sure that the $b_{t}$ relation, which somewhere contains a $\operatorname{cpd} d\left[A_{j}^{c}\right]$ relation with an $S_{i}^{c}$ variable in its schema, does not project out this variable (this should happen higher in the join tree, namely at $b_{i}$ ).

As discussed in section 6.3.1, this expression suffers from a high-dimensional $c p d\left[A_{t}^{c}\right]$ relation and other intermediate relations. Applying the Díez-Galán optimization leads to the following relation:

In this expression, the places of the $Y$ and $Y^{\prime}$ variables are taken by $A_{t}^{c}$ and $A_{\star}^{c}$, respectively. We consider $A_{\star}^{c}$ to be a part of $\bar{I}_{t}$ as long as $t$ contains an $S_{t}^{c}$ variable but no $A_{t}^{c}$ variable. Note: the $S_{t}^{c}, A_{t}^{c}$ and $A_{\star}^{c}$ variables have domain $\{\mathrm{n}, \mathrm{y}\}$ which is ordered $\mathrm{n}<\mathrm{y}$.

Next, we apply the sharing optimization:

$$
\begin{aligned}
b_{t}=\stackrel{+}{\pi}_{\bar{I}_{t-1}}(b_{t+1} \bowtie \operatorname{cpd}\left[X_{t}\right] \bowtie(p\left[\bar{S}_{t} \mid X_{t}\right] \bowtie \underbrace{}_{\theta^{c}-t} \varliminf_{(\bmod P)<D} \llbracket S_{t}^{c} \leq A_{\star}^{c} \rrbracket)) \bowtie \\
\underbrace{*}_{\theta^{c}-t}(\bmod P)=0 \\
\left.\stackrel{H}{\pi}_{-A_{t}^{c}} \sigma_{A_{t}^{c}=a_{t}^{c}} \llbracket \Delta\left(A_{t}^{c}, A_{\star}^{c}\right) \rrbracket_{\mathrm{val}}\right)
\end{aligned}
$$

where $p\left[\bar{S}_{t} \mid X_{t}\right]$ is the joint sensor model, as explained in section 6.2.2; however, a difference for the MSHMM-NOR is that there are a couple of different joint sensor models, because a different combination of $S_{t}^{c}$ variables exists for different $t$. As we have explained earlier, the number of tuples in $p\left[\bar{S}_{t} \mid X_{t}\right]$ is linear in $\operatorname{dom}\left(X_{t}\right)$ due to the joint sparseness of the sensor models, and thus poses no scalability problems. However, the join of all $\llbracket S_{t}^{c} \leq A_{\star}^{c} \rrbracket$ in the above expression forms a problem: it contains $3^{n}$ tuples, where $n$ is the number of existing $S_{t}^{c}$ variables for $t$. To remedy this problem, the $S_{t}^{c} \leq A_{\star}^{c}$ restrictions can be moved to a join with $b_{t+1}$ :

The reason why this is better is that, just like in the MSHMM there is a limited number of sensors for which $S_{t}^{c}$ can be y at one time, in the MSHMM-NOR there is always a limited number of sensors with $A_{i}^{c}=y$. For the far majority of sensors, $A_{i}^{c}=\mathrm{n}$ (in a large model). This produces only one tuple in $\sigma_{A_{t}^{c}=a_{t}^{c}} \llbracket \Delta\left(A_{t}^{c}, A_{\star}^{c}\right) \rrbracket_{\text {val }}$, for which $A_{\star}^{c}=\mathrm{n}$ as well; later, tuples with $A_{\star}^{c}=\mathrm{n}$ will only join with tuples for which $S_{\star}^{c}=\mathrm{n}$.

As the two final optimizations, we decide on a join order (where we avoid joining the large relations $\operatorname{cpd}\left[X_{t}\right]$ and $p\left[\bar{S}_{t} \mid X_{t}\right]$ first), and push the $\stackrel{+}{\pi}_{-\bar{S}_{t}}$ operator down the joins:

This leaves us with recursive $b_{t}$ step which can be calculated in $O\left(3^{n} \log (K+L)\right)$ time, where $n$ is the number of simultaneous scans (i.e. whose intervals have an overlap at $t$ ) for which $A_{i}^{c}=\mathrm{y}$.

## Chapter 7

## Conclusions and future work

In this thesis, we have researched how probabilistic models can play a role in fulfilling the new requirements that sensing environments set for data management. In particular, we analyze the specific problems for sensor data in achieving the traditional data management goal of modularity (chapter 1), and argue that these can be solved by using probabilistic models. Then, given the fact that probabilistic models are used, we investigate the efficiency of query processing over these models.

This chapter gives a summary of our results in this research, and points towards interesting future directions.

### 7.1 Main results

Q1 How can probabilistic models be defined in a modular way?
The simple answer to this question is: by using Bayesian networks. This result is neither novel nor surprising; studying a number of articles and textbooks on artificial intelligence leaves the impression that the AI community is quite aware of this. However, this is not yet the case in the data management community, and although this modularity can be considered as the main feature of Bayesian networks, it is not often given this credit-with the quote at the start of chapter 2 as a notable exception.

In that chapter, we give an analysis of what kind of modularity is important for sensor data models-the ability to add, remove or replace sensors-and why Bayesian networks provide this modularity. These answers can be found in section 2.3. Furthermore, we make an effort to give this modularity a formal definition. Essential components in the argumentation are the formal separation of the $c_{V}$ function associated with variable $V$ in a Bayesian network and its cpd, and the theorem (Joint-Subset-BN) ${ }^{\text {p. } 20}$ which states that the well-known factorization
of the joint probability holds for any subset of variables closed under Parents. Again, this may not come as a surprise for AI researchers, but we have never seen it formulated so explicitly, and we believe it deserves to be.

Modularity means as few dependencies as possible between different parts of a system. In chapter 3, we propose several generic models that remove the dependency arising from the synchronization of sensor observations in basic dynamic Bayesian networks. The most interesting of these models, the MSHMMNOR (section 3.4), accommodates sensor readings that pertain to an interval rather than a point in time. It combines this feature with efficient learning and inference characteristics (the latter are discussed in chapter 6).

Q2 How can a transition model be constructed in a modular way?
In chapter 4, we have rephrased this question in the following way: can the transition frequencies in a global state space be derived from the transition frequencies within local clusters of states? Next, we give a mathematical analysis of this question using what we call the uncoiled inter-cluster transition graph. The problem can be described as a set of linear equations, which we prove has exactly one solution if this graph has no cycles; if it does, the solution space is spanned by the fundamental cycles.

Furthermore, the solution space is bounded by inequalities. We have performed an experiment, using clusters of states with a hexagonal topology and random transition frequencies, to investigate the effect of these limits: we picked a random vector from the solution space and compared it with the original frequencies. One of the results of this experiment is that the median error of these frequencies lies around $4 \%$ with clusters of diameter 15.

Q3 How can probabilistic inference be performed efficiently in a situation where the number of sensors and the domains of variables are scaled up?

This question arises mainly from our Bluetooth localization scenario and the accompanying probabilistic models MSHMM and MSHMM-NOR. For the localization scenarios, the conditional probability distributions in these models possess an inherent sparsity: for any given location, it is (a) only possible to move to a fixed number of other locations, and (b) only possible to be sensed by a fixed number of sensors. These fixed numbers do not change when the model is scaled up. In this context, scaling up means that the observed area is enlarged simultaneously with the number of sensors.

This sparsity is present in the conditional probability distributions, not in the graph structure of the Bayesian network. Therefore, it is not taken into account by the heuristics for classic inference algorithms like variable elimination and junction tree propagation, which assume that intermediate tables of probabilities are encoded as arrays, and try to minimize the dimensionality of these arrays. However, if a sparse representation is used, dimensionality becomes irrelevant as
an optimization criterion. We show this by presenting optimized inference procedures for the localization scenario, which scale sublinearly where conventional approaches scale quadratically. We do this for both the MSHMM and MSHMMNOR models (in sections 6.2 and 6.4, respectively).

We derive these optimizations by the novel method of formulating them in relational algebra, which is introduced in chapter 5. This method goes far beyond the specific case of our localization models, and can be used for inference optimization on any Bayesian network. It decouples the optimization from probabilistic theory and formulates it in terms that are well-known to database researchers, thereby providing opportunities for synergistic research.

### 7.2 Future directions

Building on the results in this thesis, we can point to some promising future research directions and questions.

Sharing over multiple time slices. In section 6.1.2, we discussed pre-calculating the relation $p\left[\bar{I}_{t}, \bar{E}_{t} \mid \bar{I}_{t-1}\right]$ for one time slice of a dynamic Bayesian network, and sharing these results throughout the recursive inference calculation. An open question we already posed there is: when is it cheaper to pre-calculate and share this whole relation, and when is it cheaper to share only a part? If the balance turns out in favor for the former, then we can also look in the other direction; it may be even cheaper to share the joined relations of several time slices. For example, for three time slices, the shared relation would be $p\left[\bar{I}_{t}, \bar{E}_{t}, \bar{E}_{t-1}, \bar{E}_{t-2} \mid \bar{I}_{t-3}\right]$. Of course, the space taken by this relation will usually grow exponentially with the number of time slices; looking things up in such a relation will probably only be useful as long as it fits inside a fast cache.

Hybrid array/sparse representation. Although a sparse representation is crucial for large domains with many nonzeros, it is outperformed by a (conventional) array representation on small domains. This raises the question whether there is a middle road. Probability distributions are not randomly sparse, but consist of clusters of nonzeros; the idea is to store the position and size of a cluster, and use an array for its data.

Aggregation queries. Probabilistic inference queries will often be combined with some form of aggregation: although a localization domain model may be specified at a granularity of a $\mathrm{m}^{2}$, it could be that users are only interested in the probability distribution at a granularity that is courser by an order of magnitude. A similar argument holds for aggregation in the time dimension. How can we optimize the data processing with these queries in mind? And can we expect other complex queries that combine probabilistic and deterministic aspects?

Approximate inference. How can approximate inference methods such as particle filters and Markov Chain Monte Carlo be integrated with the relational algebra formulation?

Evaluation framework. How do we set up an evaluation framework for sensor data processing? What kind of queries are allowed and expected? In particular: do we accommodate continuous queries, historical queries, or both? How do we evaluate non-exact results? Given the often real-time nature of sensor data queries, does latency play a role? See also section 2.6.

Using the probabilistic model as statistics for optimization. The probabilistic models do not only provide the data on which to operate, but also useful metadata for optimization: they tell which sensor readings are to be expected in certain situations. This could be worthwhile to exploit, for example by prefetching/precomputing relevant parts of the model, or by building dedicated indices.

Automatic optimization. In this thesis, we have manually optimized the inference queries for the MSHMM and MSHMM-NOR models with sparse conditional probability distributions. Ideally, this would be the job of a query optimizer.

### 7.3 Integration with streaming management

While this thesis focuses on dealing with the uncertainty in sensor data, we would finally like to point out another aspect in which sensor data poses novel requirements to data management: the temporal dimension. On the data supply side, sensors will flood the data management system with new information at an unprecedented rate; on the demand side, applications need to be kept up to date, causing a steady (lower bandwidth, higher quality) stream outwards.

More than before, applications will continuously be interested in the same query on the new data. This may take the form of monitoring (continuously update a traffic info widget on the user's desktop) or alerting (only contacting the application when a train service is delayed). Also, applications might be interested in trends rather than only current data (How is the traffic compared to yesterday? How fast is that rain cloud moving this way?).

These new temporal requirements will change how data management systems deal with new and old data. A naive update approach, in which a new reading from a sensor overwrites an old one, is not workable for several reasons:

- With such an approach, there is no way to detect dynamics or trends in the sensor data, or to search sensor history.
- If an application is polling the data management system, it might miss important information. However this can be solved by registering a continuous
query, in which case the data management system pushes the new results to the application when new data becomes available.
- In order to keep several tables consistent during the processing of a query, updates may have to wait until query processing is finished. This causes delay and planning overhead, and can become a problem when the update rate is high.

However, if sensor data is to be appended rather than overwritten, the question becomes when to throw it away (or: aggregate it, compress it, move it to a slower storage system); this will perhaps become the responsibility of the data management system rather than that of the applications. Also, query languages will have to include the temporal aspect. Two notable approaches are using sliding windows on sensor streams $[6,43]$ (typically for monitoring queries), or using some kind of (regular expression like) event language[2, 12] (typically for alert queries).

A question that is still very much open is how to integrate these approaches with the probabilistic models presented in this thesis.
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## Summary

The increasing availability of cheap, small, low-power sensor hardware and the ubiquity of wired and wireless networks have led to the prediction that 'sensing environments' will emerge in the near future. The sensors in these environments collect detailed information about the situation people are in, which is used to enhance information-processing applications that are present on their mobile and 'ambient' devices.

Mediating between the sensor data supply and demand sides poses new requirements to data management. In this thesis, we identify and investigate the challenge of dealing with the uncertainty inherent in sensor data processing. This uncertainty arises due to many causes: measurement noise, missing data because of sensor or network failure, the inherent 'semantic gap' between the data that is measured and the information one is interested in, and the integration of data from different sensors. Probabilistic models deal with these uncertainties in the well-understood, comprehensive and modular framework of probability theory, and are therefore often used in processing sensor data.

In particular, Bayesian networks form a good candidate for modeling sensor data in a flexible environment, because of their comprehensiveness and modularity. We provide extensive technical argumentation for this claim. As a demonstration case, we define a discrete Bayesian network for location tracking using Bluetooth transceivers.

In order to scale up sensor models, efficient probabilistic inference is crucial. We observe that the conventional inference methods for Bayesian networks, which have mainly been developed in the medical and hardware diagnosis domain, do not scale well for our demonstration case. We propose several optimizations, making it possible to jointly scale up the number of locations and sensors in sublinear time, and to scale up the time resolution in linear time.

More important than these optimizations themselves is the way by which we arrive at them; we define a straightforward theoretical framework for translating an inference query into relational algebra. This allows the query to be analyzed and optimized using insights and techniques from the database community; for example, using cost metrics based on cardinality rather than dimensionality, which is common in conventional inference algorithms.

A fairly orthogonal research question investigates the possibility of collecting the transition statistics (needed for acquiring the parameters of a probabilistic model) in a local, clustered fashion, in which transitions between states of different clusters cannot be directly observed. We show that this problem can be written as a constrained system of linear equations, for which we describe a specialized solution method.

## Samenvatting

Door zowel de stijgende beschikbaarheid van goedkope, kleine en energiezuinige sensoren als de alomtegenwoordigheid van (draadloze) netwerken verwacht men in de nabije toekomst 'gevoelige omgevingen'. De sensoren in deze omgevingen verzamelen gedetailleerde informatie over de situatie waarin personen zich bevinden, die gebruikt wordt om informatieverwerkende toepassingen op mobiele en 'ambient' apparaten te verbeteren.

Het bij elkaar brengen van vraag en aanbod van sensor-data stelt nieuwe eisen aan data management. In dit proefschrift wordt de inherente onzekerheid in de verwerking van sensor data geïdentificeerd en geanalyseerd. Deze onzekerheid kent vele oorzaken: ruis in metingen, ontbrekende gegevens door uitval van sensoren of netwerkverbindingen, het 'semantische gat' tussen meetgegevens en relevante informatie, en het samenvoegen van gegevens uit meerdere bronnen. Probabilistische modellen beschrijven deze onzekerheden d.m.v. het modulaire, bewezen raamwerk van de kansrekening, en worden vaak toegepast voor het verwerken van sensor-data.

In het bijzonder zijn Bayesiaanse netwerken een goede kandidaat voor het modelleren van sensor-data in een flexibele omgeving vanwege hun veelomvattendheid en modulariteit; we voorzien deze bewering van een uitgebreide technische onderbouwing. Als voorbeeldcasus wordt een discreet Bayesiaans netwerk gedefinieerd voor localisatie d.m.v. Bluetooth-ontvangers.

Voor schaalvergroting van sensormodellen is efficiënte probabilistische inferentie van cruciaal belang. De conventionele methoden hiervoor, die voornamelijk ontwikkeld zijn in het domein van medische en hardware-diagnostiek, presteren slecht bij schaalvergroting van onze casus. We beschrijven een aantal optimalisaties waardoor de inferentie-tijd sublineair afhankelijk wordt van het aantal onderscheiden locaties en het aantal sensoren, en lineair van de tijdsresolutie.

Belangrijker dan deze optimalisaties zelf is de manier waarop we ertoe komen, namelijk via een eenvoudig relationele-algebraraamwerk dat we definiëren voor inferentie-queries. Hierdoor kan de query geanalyseerd en geoptimaliseerd worden d.m.v. inzichten en technieken uit de databasegemeenschap, bijvoorbeeld met kostenmetrieken die op cardinaliteit gebaseerd zijn i.p.v. zoals gebruikelijk op dimensionaliteit.

Een enigszins losstaande onderzoeksvraag behandelt de mogelijkheid om transitiestatistieken (benodigd voor de parameters van een probabilistisch model) lokaal in clusters te verzamelen, waarvoor geldt dat transities tussen verschillende clusters niet precies geobserveerd kunnen worden. We laten zien dat dit vraagstuk beschreven kan worden door een ingeperkt stelsel van lineaire vergelijkingen en geven hiervoor een gespecialiseerde oplossingsmethode.

He says, says Alan, that if you stand outside probabilistic discourse then probability statements make no sense. That is a fair enough statement as far as it goes. But what he forgets is that in a probabilistic universe there is nowhere to stand outside probability. It is all of a piece with his idea that numbers stand for something outside themselves, though he can't say what.

The fact is, numbers are just numbers. They don't stand for anything. They are nuts and bolts, the nuts and bolts of mathematics. They are what we utilize when we work with mathematics in the real world. Look around you.

Look at bridges. Look at traffic flows. Look at the movement of money.
Numbers work. Mathematics works. Probabilities work.
That is all we need to know.
J.M. Coetzee, Diary of a Bad Year


[^0]:    ${ }^{1}$ read: if you have a chance to return the favor. . .

[^1]:    ${ }^{2}$ hoera voor Twentse nuchterheid

[^2]:    ${ }^{1}$ For theoretical arguments in favor of probability theory over other approaches dealing with uncertainty, we refer to a section in the first chapter of Pearl's seminal work[48] by the same title as this one.

[^3]:    ${ }^{1}$ The name uncoiled is chosen after the effect it has on loops in the graph. In our application, however, we do not encounter loops, because a loop is a transition within a cluster, and has been filtered out.

[^4]:    ${ }^{1}$ These also hold when the conventional relational operators $\pi$ and $\bowtie$ are used instead．

[^5]:    ${ }^{2}$ We originally introduced sum-factor diagrams[24] for inference expressions in the conventional notation, i.e. summations over factors; now we use them for their relational representations. They can also be used to visualize and rewrite a right-deep expression of conventional $\bowtie$ and $\pi$ operators.

[^6]:    ${ }^{1}$ A possible remedy would be to dynamically choose a join tree for $f_{t}$ depending on the values of $\bar{s}_{t}$ : reorder the $\sigma_{s_{t}^{c}}^{c p d}\left[S_{t}^{c}\right]$ relations such that one with $s_{t}^{c}=\mathrm{y}$ is at the bottom.

[^7]:    ${ }^{1}$ Thanks a lot for the LATEX source of this list!

